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Summary

This paper presents redundancy-bandwidth scalable techniques to deal with the inter-
symbol interference (ISI) distortions for current-steering digital-to-analog converters
(DACs) in high-speed applications. A switching strategy that explores the use of
redundant current sources is proposed to realize a signal-independent element tran-
sition rate (ETR), i.e. the number of switching activities during the transition of suc-
cessive sampling clock cycles. With a certain number of redundant current sources,
this strategy significantly reduces the ISI distortions without oversampling operation
or causing signal attenuation, which makes it appealing for high-speed applications.
As analyzed in this paper, the number of required redundant current sources is scal-
able for different bandwidth requirement in specific applications, leading to three
redundancy-bandwidth scalable trade-offs between the cost from redundant current
sources and the high-dynamic-range bandwidth. In implementation, we propose a
custom-designed decoder, named as the overlap-controlled data-weighted averag-
ing (OC-DWA). Compared with the existing similar-purpose designs, the proposed
OC-DWA decoder realizes the current sources selection with a simple barrel rotator,
which is of much lower hardware complexity and energy consumption. Simulations
of a DAC with this decoder exhibit an enhanced dynamic range over the entire
Nyquist band, which verifies the redundancy-bandwidth scalability of the proposed
techniques.

KEYWORDS:
current-steering, digital-to-analog converters (DACs), element transition rate (ETR), inter-symbol inter-
ference (ISI), switching strategy, redundancy-bandwidth scalable

1 INTRODUCTION

The current-steering architecture is widely used in high-speed digital-to-analog converters (DACs) because of its high intrinsic
switching speed and moderate-matching property. One key performance metric for its high-speed and wideband applications is
the dynamic linearity, usually evaluated as the spurious-free dynamic range (SFDR). When the output frequency or the sampling
rate goes up, the inter-symbol interference (ISI) errors during the switching transition of current sources become one of the
main bottlenecks towards a higher SFDR.1–11 Techniques used to improve the SFDR in high-speed applications rely on more



2 LAI ET AL.

T
im

e

Current Sources,

1 2 3 4 5 6 7

VDD

RL

out+ out-

𝑁 = 7

(A) (B)

10 01

RL

ETR=2

ETR=4

ETR=3

:1 :0

FIGURE 1 (A), Illustration of switching activities in a differential-ended current steering DAC during a transition. “1 → 0”
means that the output of the current source is steered from the positive output to the negative output. (B), Example of the element
transition rate (ETR) in a 3-bit current steering DAC with 7 elements. Each box represents a current source. The dashed box
(blank box) represents that the corresponding current source is connected to the positive (negative) output [Colour figure can
be viewed at wileyonlinelibrary.com]

stringent clocking1, 2, 12–20 (e.g. half-cycle sampling) or increased area3–8, 19, 21–24 (e.g. two interleaved sub-DACs). Although
the dynamic linearity is increased with these techniques, extra power consumption shortens battery life for edge devices, e.g.
fielded software-defined portable radio stations25 and 5G handset transmitters,26 where low-power design of high-performance
wideband DACs is highly preferred. Meanwhile, the signal bandwidth and the location of the band of interest vary from one
application to another,27–29 which indicates power-performance co-design opportunities for DAC operation optimization based
on the specific application requirement on the signal being converted. Therefore, understanding the existing bottlenecks for
potential design space extension may enable a new paradigm of power savings.
For a differential-ended current steering DAC, a certain number of current sources are connected to the positive output while

the rest of current sources are connected to the negative output. As depicted in Figure 1, during the transition of successive
sampling clock cycles, there exist a certain number of switching activities, named as the element transition rate (ETR). Prior
efforts1–8, 12–16 to achieve high-dynamic range have revealed that the signal-independent ETR is effective in reducing the distor-
tions caused by the ISI errors. With reduced correlation between the input code and the ETR, the techniques1–8, 12–16 turn most
of the ISI errors into an offset, and thus increase the linearity significantly. The techniques with signal-independent ETRs can
be categorized into the quad-switching-based approaches,5–8, 22 the randomized return-to-zero-based (RZ-based) techniques,1–4
and the ΔΣ-based techniques.12–16
From the aspect of switching circuits, the differential quad switching (DQS) techniques5–8, 22 add two dummy switches. Each

of the two dummy switches is connected in parallel with one of the original complementary switches separately. If the output
direction of a current source does not change during the transition, a dummy switching occurs to compensate the number of
switching operations, leading to an increased dynamic range. However, the SFDR improvement from the dummy switching is
still limited by the remnant signal dependency at the output, as dummy switching generates a different glitch.
From the aspect of decoding approaches, the randomized return-to-zero (RZ) techniques, including the half-cycle randomized

RZ solutions1, 2 and the time-interleaved randomized RZ solutions,3, 4 insert a random state during the normal operation and
realize signal-independent ETRs during transitions. The half-cycle RZ techniques1, 2 require no redundant current sources but
suffer from an equivalently doubled sampling clock frequency plus attenuated signal power in the first Nyquist band. In contrast,
the interleaved RZ techniques3, 4 do not affect the sampling frequency or signal power but suffer from the doubled number of
current sources to build two sub-DACs, and consequently, larger area, power, and mismatches between the current sources. In
both RZ techniques, the active randomized operation may also increase the noise floor, and limit their usage in noise-sensitive
applications.
Alternatively, the techniques12–16 used in ΔΣ modulators provide another kind of decoding approach to achieving a constant

ETR.While keeping a certain number of current sources from being switched, these techniques can precisely control the number
of switching operations, achieving significant improvement of in-band linearity and noise performance in low-speed applications,
such as the high-resolution audio DACs. However, the range of the controllable ETR in those techniques12–16 requires restrictions
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on the minimal oversampling rate (OSR) and the maximal swing in the input digital code even if redundant current sources are
used.15, 16 On the one hand, achieving a high OSR is challenging for high-speed applications. On the other hand, the limitation
of the input digital code range even with redundant current sources, as revealed in Sanyal et al,15, 16 makes this technique less
practical in high-speed applications.
In this paper, we explore the use of redundant current sources to realize the signal-independent ETR. With a certain number

of redundant current sources, the proposed techniques do not require the oversampling or the half-cycle RZ operation, which
is favorable for high-speed applications. Different from the concept in the ΔΣ-based techniques,12–16 the proposed strategy has
no restriction on both the upper and lower bound of the input digital code. Notably, for the first time, the required number of
redundant current sources for specific applications is provided in this paper, which provides the guidance to determine how
much redundancy is sufficient for specific applications. The contributions of this paper are as follows.

• We model and analyze the theoretical range of the signal-independent ETR with and without redundant current sources,
which, for the first time, provides insight into how many redundant current sources are needed to realize the signal-
independent ETR without oversampling or signal attenuation.

• Wepropose a switching strategy to realize the signal-independent ETRwith a certain number of redundant current sources.
In addition to the signal-independent ETR, the proposed switching strategy can also address the mismatches by randomly
selecting an ETR from a specific range. To keep the switching strategy realizable for specific applications with mini-
mal redundancy, we provide three redundancy-bandwidth scalable trade-offs between the number of redundant current
sources and the high-dynamic-range bandwidth. These trade-offs reveal how much redundancy is sufficient for specific
applications with different high-dynamic-range bandwidth requirement.

• We also propose a custom-designed decoder, named as the overlap-controlled data-weighted averaging (OC-DWA), to
implement the switching strategy. The OC-DWA decoder utilizes a barrel rotator as the current source selection logic, and
its complexity is (log2N)2∕4 times lower than that of existing similar-purpose designs, where N represents the number
of current sources. Simulations of a 14-bit DAC with the proposed decoder exhibit an enhanced dynamic range over the
entire Nyquist band, which verifies the redundancy-bandwidth scalability of the proposed techniques.

In the rest of this paper, Section 2 models and analyzes the ETR with a different number of redundant current sources and
provides the boundary of required redundancy to realize the signal-independent ETR. Section 3 presents the proposed switching
strategy, the trade-offs between the redundancy and the high-dynamic-range bandwidth, and the comparisons between similar
techniques. Section 4 presents the proposed OC-DWA decoder and the comparisons between existing implementations. Section
5 provides the simulation results, and finally, Section 6 concludes this paper.

2 SIGNAL-INDEPENDENT ELEMENT TRANSITION RATES

This section provides modeling and analyses of the ETR in two cases: with and without redundant current sources. For a tra-
ditional P -bit unary-weighted DAC, the number of current sources, represented as N , is 2P − 1. We use 2R to represent the
number of the redundant current sources. We will show that the ETR of a traditional Nyquist DAC without redundant current
sources is always dependent on the input digital code. The work of Sanyal et al16 already reveals a signal-independent ETR that
can be achieved with restrictions on the minimum OSR and the maximum signal swing. In this section, we reveal a different
signal-independent ETR that can be realized with redundant current sources and without restrictions on the OSR or the signal
swing. The required number of redundant current sources to achieve the new signal-independent ETR is analyzed in this section.

2.1 ERT of traditional DACs
In a P -bit conventional unary-weighted differential-output DAC, let us use Si = [s1i s

2
i s

1
i ... s

N
i ]

T to represent the switching
control vector corresponding to the input digital codeDi, where s

j
i represents the status of the jth current source at the ith clock

cycle. If sji = 1, the jth current source is connected to the positive output. If sji = 0, the jth current source is connected to the
negative output. Thus, the control vector Si obeys

Si ∈ {0, 1}N . (1)
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FIGURE 2 Range ofKi. (A), The upper bound forKi. (B), The lower bound forKi. Each row represents a control vector while
each box represents an element in the control vector. The box with shaded color represents that the corresponding element equals
one [Colour figure can be viewed at wileyonlinelibrary.com]

For a unary-weighted DAC, the number of 1’s in Si equals the value of Di. Then we have

Di = (Si)TSi. (2)
Similar to Shui et al12 and Sanyal et al,14–16 we monitor both the up (1 → 0) and down (0 → 1) transitions. The ETR during

the transition from the (i − 1)th clock cycle to the ith clock cycle, represented as Ci, can be calculated as

Ci = (Si − Si−1)T (Si − Si−1)
= Di +Di−1 − (Si)TSi−1 − (Si−1)TSi
= Di +Di−1 − 2Ki. (3)

where Ki = (Si)TSi−1 = (Si−1)TSi, and Ki represents the number of current sources that remain connected to the positive
output during the transition from the (i − 1)th clock cycle to the ith clock cycle.
As depicted in Figure 2A, the maximum value of Ki can be obtained when all the current sources that are connected to the

positive output are still connected to the positive output at adjacent clock cycles. Then we can get the upper bound for Ki

Ki ≤ min(Di, Di−1). (4)
As depicted in Figure 2B, whenDi+Di−1 ≤ N , the current sources that are connected to the positive output at adjacent clock

cycles can be completely different. In this case, the minimum value of Ki is zero. If Di +Di−1 ≥ N , there must be at least one
current source that remains connected to the positive output from the (i − 1)th clock cycle to the ith clock cycle, which makes
the minimum value of Ki to be Di +Di−1 −N . Therefore, the lower bound for Ki is

Ki ≥ max(0, Di +Di−1 −N). (5)
Combining (3), (4), and (5), we can get the range of Ci

(Di +Di−1) − 2min(Di, Di−1) ≤ Ci, (6a)

Ci ≤ (Di +Di−1) − 2max(0, Di +Di−1 −N). (6b)
Assuming that there exists a signal-independent ETR, represented as CSI, gives

max
{

(Di +Di−1) − 2min(Di, Di−1)
}

= N ≤ CSI, (7a)

CSI ≤ min
{

(Di +Di−1) − 2max(0, Di +Di−1 −N)
}

= 0, (7b)
where the superscript of CSI (i.e., “SI”) is the acronym of “signal-independent”.
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Note that the subscript ‘i’ in (7a) and (7b) does not have to be the same. This is because that CSI is completely signal-
independent. Obviously, (7a) and (7b) cannot hold at the same time, which means that in a traditional Nyquist DAC where each
current source has only two differential switches, the ETR is always signal-dependent.

2.2 ETR with redundant current sources
With 2R redundant current sources added to the traditional DAC, the total number of current sources becomesN +2R. In order
to keep the differential output property of the traditional DAC, there should be R current sources connected to the negative
output while the other R current sources connected to the positive output. In this way, the differential output of the new DAC is
still the same as that of the traditional DAC. Note that the added current sources have the same functionality as original ones.
Therefore, the R current sources connected to the negative output or the positive output are selected from the total N + 2R
current sources instead of the added 2R current sources.
The length of the switching control vector is extended toN + 2R with Di +R elements equaling one. In the case with more

current sources, we can rewrite (2) as

Di + R = (Si)TSi. (8)
Since the number of 1’s in the control vector Si is Di + R, (3) can be rewritten as

Ci = Di +Di−1 + 2R − 2Ki. (9)
In the similar way when we get the derivation of (4) and (5), we can get the new range of Ki

max(0, Di +Di−1 −N) ≤ Ki ≤ min(Di, Di−1) + R. (10)
Comparing (10) with (4), we find that the added current sources loosen the upper bound for Ki and thus the lower bound for

Ci. This feature gives us the chance to find a signal-independent ETR.
In order to find a signal-independent ETR, we represent Ki as

Ki =
1
2
(Di +Di−1 −Mi), (11)

whereMi represents an undetermined value. Substituting (11) into (9), we get

Ci = 2R +Mi. (12)
If a signal-independentMi exists, there exists a signal-independent Ci. Combining (10) and (11) gives

(Di +Di−1) − 2min(Di, Di−1) − 2R ≤Mi, (13a)

Mi ≤ (Di +Di−1) − 2max(0, Di +Di−1 −N). (13b)
Assuming that there exists a signal-independentMi, represented asMSI, we can derive the range ofMSI in the similar way

when we get (7a) and (7b). Then we have

N − 2R ≤MSI ≤ 0. (14)
IfN ≤ 2R, (14) holds for all possible input patterns, which means that anyMi from the set of

{

MSI ∣ N − 2R ≤MSI ≤ 0
}

, (15)
can guarantee that Ci = 2R +Mi is signal-independent, as long as (11) is guaranteed.
In summary, when the number of added current sources meets

N ≤ 2R, (16)
we can always find a completely signal-independent ETR from the following set

{

CSI ∣ N ≤ CSI ≤ 2R
}

. (17)
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Combining (12) and (13), we can get a more general representation of CSI as

max
{

|

|

Di −Di−1
|

|

}

≤ CSI ≤ min
{

N + 2R − |

|

|

Dj +Dj−1 −N
|

|

|

}

, (18)

where the value of the subscript ‘i’ and ‘j’ in the lower and upper bound of CSI can be different.
According to Sanyal et al,15, 16 the restriction on the swing and the signal-independent ETR in the ΔΣ-based techniques12–16

can be represented as

CSI ≤ (Di +Di−1) ≤ 2N − CSI. (19)
The new range of the signal-independent ETR in (17) is completely different from the range in (19). Comparing (18) and

(19), we can see that the restrictions on both the lower bound and the upper bound of input digital codes can be alleviated with
redundant current sources in a Nyquist DAC. More importantly, the costs to achieve these two different kinds of CSI are also
different, which will be discussed in Section 3.

3 PROPOSED SWITCHING STRATEGY

This section describes the proposed switching strategy to achieve the new signal-independent ETR described in Section 2. In
order to reduce the number of redundant current sources for specific applications, the trade-offs between the redundancy and
the high-dynamic-range bandwidth are discussed under three common scenarios. The comparisons between similar techniques
are also provided in this section.

3.1 Switching strategy with constant or random ETR
The basic concept of this strategy is illustrated in Figure 3. In our proposed switching strategy, the number of added current
sources is fixed to be 2R in the design phase. The minimum value of 2R should meet the restriction in (16) for general-purpose
applications. However, it can be further reduced under certain conditions, which will be discussed later in this section. The
operations of the proposed switching strategy in every clock cycle are as follows.

1) We chooseMSI from the range in (15). The selectedMSI can remain constant or vary in different clock cycles.

2) We substitute Di, Di−1, and the selectedMSI into (11) to calculate the value of Ki which is the number of current sources
that remain connected to the positive output during the transition.

3) We keepKi current sources, from the ones that have been already connected to the positive output in the previous clock cycle,
connected to the positive output. Meanwhile, we selectDi +R−Ki current sources, from the ones that have been connected
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to the negative output in the previous clock cycle, to be connected to the positive output. The rest of current sources are all
connected to the negative output. For simplicity, we name this operation as “reuseKi 1’s from Si−1” in the rest of this paper.

Note that for some combinations ofDi−1 andDi, the calculated value ofKi in step 2) is not an integer. For these combinations,
we force Ki to be the nearest integer around the calculated value, which only affects the total number of switching operations a
little, especially when the number of current sources is large.
The analyses in Section 2 reveal that when the chosenMSI in step 1) belongs to the range in (15), this switching strategy is

realizable for any input patterns without any restriction on the swing of the input digital code or the minimum OSR. According
to (12), if the chosenMSI in step 1) remains the same for every clock cycle, the achieved ETR is constant.
In addition to the signal-independent ETR, two kinds of random operations can be inserted in step 1) or step 3) to address

the mismatch problem. In step 1), we can randomly choose MSI from the range in (15) for each clock cycle. This random
operation can introduce randomness into the static mismatches of current sources and reduce the distortions caused by the static
mismatches. Besides the randomized selection ofMSI, we can also introduce randomness into the static mismatches by randomly
selecting the current sources in step 3) of our proposed strategy, which is similar to the DEM algorithm in Sanyal et al.16 Since
there usually exists more than one kind of selection for the Ki current sources in the third step, we can randomly choose them
while the ETR is still constant. This random operation is also effective to reduce the distortions caused by the static mismatches.
Different from randomly selecting current sources in step 3), randomly selecting MSI in step 1) can be realized with lower
hardware complexity during the selection of current sources, which will be further discussed in Section 4. The performance of
these two random operations in dealing with the static mismatches will be provided in Section 5.

3.2 Redundancy-bandwidth scalability
As analyzed in Section 2, to achieve the completely signal-independent ETR without signal attenuation or high OSR, the
required number of total current sources is doubled. The increased number of current sources will introduce more area and power
consumption, which is the main drawback of all the techniques with redundancy, such as the interleaved RZ techniques.3, 4 For-
tunately, the redundancy can be reduced under two facts. The first one is that the signal-dependent ETR is not the only bottleneck
that affects the linearity performance within the entire Nyquist band. For instance, when the output frequency is low, the linearity
is usually limited by the static mismatches instead of the ISI distortion. The second one is that, in practice, the input digital sig-
nal usually appears with certain distribution features in the frequency domain. For a sinusoidal signal generator, the input digital
signal only contains a single tone within the first Nyquist band. For narrowband wireless communications, the signals usually
occupy only a small part of the entire Nyquist band. Based on the above two facts, we provide three redundancy-bandwidth
scalable trade-offs between the redundancy and the high-dynamic-range bandwidth under three common scenarios.

3.2.1 Trade-off in the single-tone-signal conversion
In this scenario, the input digital signal Di can be represented as

Di = (1 + sin(2�foi))N∕2, (20)
where fo represents the normalized frequency. Substituting (20) into (13) and combining the items with trigonometric functions
give

|

|

cos(�fo + 2�foi)sin(�fo)||N − 2R ≤Mi, (21a)

Mi ≤ N −N |

|

sin(�fo + 2�foi)cos(�fo)|| . (21b)
The signal-independentMi, represented asMSI, should meet the following restrictions

max
{

|

|

cos(�fo + 2�foi)sin(�fo)||N − 2R
}

≤MSI, (22a)

MSI ≤ min
{

N −N |

|

sin(�fo + 2�foi)cos(�fo)||
}

. (22b)
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Note that, sinceMSI is signal-independent, the subscript ‘i’ in (22a) and (22b) does not have to be the same. Simplifying (22)
gives

max
{

|

|

sin(�fo)||N − 2R
}

≤MSI, (23a)

MSI ≤ min
{

N −N |

|

cos(�fo)||
}

. (23b)
If we allow fo in (23a) and (23b) to be different, we can get the same result as (14) and there is no limitation on the input

frequency. In the single-tone-signal conversion, there is only one frequency component in the signal, so we can force fo in (23a)
and (23b) to be the same. In this scenario, the required number of redundant current sources should meet the following restriction

{

max{|
|

sin(�fo)|| + |

|

cos(�fo)||} − 1
}

N ≤ 2R. (24)
Using trigonometric functions, we can simplify (24) and get

(
√

2 − 1)N ≤ 2R. (25)
From (25), we can get the conclusion that, for the single-tone-signal conversion, the required number of redundant current

sources can be reduced to (
√

2 − 1)N ≈ 0.41N , which is lower than the redundancy in the interleaved RZ techniques3, 4 while
MSI still exists. Note that for different fo, the available selection ofMSI, in this scenario, is also different. Although the value
of the selected MSI is frequency-dependent, the selected MSI can guarantee that the ETR in the time domain is still signal-
independent. The value of (

√

2 − 1)N is the theoretical lower bound for the number of redundant current sources to ensure that
the ETR is signal-independent in the single-tone-signal conversion. Since the number of current sources should be an integer,
the actual lower bound for 2R should be a little higher than the calculated value of (

√

2 − 1)N .
The range ofMSI with different number of redundant current sources is calculated with (23) and depicted in Figure 4. As we

can see from Figure 4, with 1.5N or N redundant current sources, there exists at least one constant MSI which is applicable
for every frequency point. Therefore, thisMSI is frequency-independent and signal-independent for arbitrary signals. When the
number of redundant current sources decreases to 0.43N , we can still findMSI for single-tone signals. According to the analyses
above, all theMSI from the shaded area in Figure 4 can ensure that the ETR is signal-independent for single-tone signals with
frequencies corresponding to the selected MSI. The simulation results in Section 5 verify that with 0.5N redundant current
sources the SFDR performance can still be guaranteed.
As we can see from Figure 4, when the number of redundant current sources decreases, the lower bound forMSI increases.

Since the ETR equals 2R +Mi, the ETR in this scenario can be lower thanN , which also improves the noise performance.

3.2.2 Trade-off in the narrowband-signal conversion
From Figure 4, we also notice that, for each Mi within the range of (23), there exists a frequency band where the in-band
signals can be converted with the same signal-independent ETR. We name this frequency band as the optimum band of the
correspondingMi. For different redundancies, the optimum band of the sameMi is usually different. One interesting insight is
that the redundancy can be further reduced to lower than (

√

2 − 1)N if the frequency band of the signal is still in the optimum
band of the selectedMi.
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these two sources is 1:4 [Colour figure can be viewed at wileyonlinelibrary.com]

Figure 5 shows the optimum band of Mi = 0 with different redundancies. According to (13a) and (22a), the redundancy
affects only the lower bound of MSI. When the redundancy decreases, the lower bound of MSI increases, which may reduce
the width of the optimum band of the selectedMi. As illustrated in Figure 5, if the frequency band of the signal lies in the high
or low frequency band of the Nyquist band, the redundancy requirement might be further reduced to lower than (

√

2 − 1)N .
Although the redundancy requirement for the signal in the middle frequency band is higher, the required number of current
sources is still lower thanN , unless the frequency band of the signal occupies the entire Nyquist band.
Based on the concept of the optimum band, Figure 6 shows the scalable area and power consumption for multi-tone signals

ranging from different lower frequency bounds to different higher frequency bounds. For example, for the multi-tone signal
ranging from 0.08fo to 0.24fo, the required number of redundant current sources is 65% of the original number of current
sources, while the corresponding power consumption is 66% of the worst case. The worst case happens when 100% redundant
current sources are needed and the ETR equals the number of the original current sources. Similarly, for the multi-tone signal
ranging from 0.4fo to 0.48fo, the area and power consumptions are 31% and 85%, respectively. As we can see from Figure 6, for
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different requirement of the bandwidth with signal-independent ETRs, the required redundancy and the corresponding energy
are scalable.
Figure 6 also provides the guidance to determine the redundancy for single-tone signal conversion. For a series of single-tone

signals ranging from 0.08fo to 0.24fo, the required number of redundant current sources could be reduced to 43%, which is
lower than the required number of multi-tone signal with the same frequency range. It is noted that the reduced requirement
in redundancy comes at the requirement of a varying MSI for different frequency point, which is applicable for signal-tone
signals. With the required redundancy illustrated in Figure 6, the strategy can guarantee that the signal within the frequency
range could be converted without signal-dependent ETRs. Definitely, the energy and area consumption from redundancy could
be further reduced by sacrificing the linearity within the bandwidth, which will be discussed in the next trade-off and verified
in the simulation results in Section 5.

3.2.3 Trade-off in the wideband-signal conversion
For a wideband signal, there usually exist high-frequency components and low-frequency components at the same time. Since
the ISI errors are usually not the bottleneck of linearity at low frequencies, we can chooseMi whose optimum band covers the
high-frequency components of the signal. In this way, the redundancy can also be reduced while the overall linearity can still
be guaranteed. The performance with 0.5N redundant current sources and the sameMi is provided in Section 5 to reveal the
effect of this trade-off.
To draw a conclusion, based on the signal frequency distribution and bottlenecks of SFDR performance at different fre-

quencies, this subsection provides trade-offs in the single-tone-signal conversion, the narrowband-signal conversion, and the
wideband-signal conversion. The provided trade-offs can help to reduce the number of redundant current sources while the over-
all linearity can still be guaranteed. The discussed trade-offs reveal the required redundancy and the energy consumption for
different applications, which makes our switching strategy redundancy-bandwidth scalable. It should be noted that the attenua-
tion of the signal swing could also help to reduce the redundancy. However, for a Nyquist DAC without the ΔΣmodulation, the
attenuation of the signal swing may also reduce the SFDR and the signal-to-noise-and-distortion ratio (SNDR) because of the
reduced signal energy.

3.3 Comparisons with similar techniques
Since the operations of our proposed strategy have some similarities to those of the modified mismatch shaping (MMS) tech-
nique12 and the dynamic element matching (DEM) techniques in Sanyal et al,15, 16 it is necessary to make a comparison between
these similar techniques.
Compared with the techniques of Shui et al12 and Sanyal et al,15, 16 the selection range of the signal-independent ETR is

different in the proposed strategy, as depicted in Figure 7. In the MMS technique12 and the DEM techniques,15, 16 the range of
the signal-independent ETR should follow the restriction in (19), which can be easily met in an audio DAC where the signal
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frequency is low and the high OSR can be realized with reasonable power consumption. However, for a Nyquist DAC operating
at gigahertz, the high OSR will introduce undesired power consumption and strict timing requirement.10 The reduced OSR
will increase the value of the signal-independent ETR, which requires signal attenuation in the ΔΣ-based techniques.12, 15, 16
The required signal attenuation to achieve the signal-independent ETR with different OSRs at different output frequencies is
illustrated in Figure 8A where the number of current sources is 64. As depicted in Figure 8A, in order to ensure that the signal
attenuation is less than -3 dBFS within the entire Nyquist band, the minimal OSR is more than five. It means that, compared with
a 3-GS/s Nyquist DAC with our proposed strategy, DACs with the ΔΣ-based techniques12, 15, 16 require the circuits to operate
at more than 15 GS/s to realize the signal-independent ETR. Besides the power consumption and timing requirement, this high
operation speed also deteriorates the performance of each switching unit (the current source and the complementary switches),
such as the finite output impedance,3, 24 and thus reduces the linearity. Figure 8B shows the transistor-level simulation result of
a 14-bit DAC with the same signal-independent ETR at different operation speeds. As we can see from Figure 8B, when the
sampling rate goes up, the SFDR decreases, although the ETR is signal-independent.
In the proposed method, the signal-independent ETR belongs to the range in (17), which requires no extra clock cycles or

signal attenuation. Therefore, our strategy is more suitable for high-speed applications. Comparing (18) and (19), we can find
that both the restriction on the upper bound and the lower bond of the input digital code can be relieved with redundancy in
the proposed strategy. Increasing N in (19) can definitely reduce the restriction on the upper bound of the input digital code.
However, as we can see from (19), the lower bound of the input digital code is still restricted to Ci∕2. Although changing the
offset of the digital signal can still increase the signal swing, this will introduce a non-zero offset into the differential output,
which may not be desired in real applications and may deteriorate the common-mode rejection performance of the differential
structure.
Notably, we provide the first rigorous analyses about the boundary of the redundancy, as depicted in Figure 6, which is critical

for a redundancy-bandwidth scalable method to decide how much redundancy is required for specific applications with different
high-dynamic-range bandwidth requirement. Compared with the ΔΣ-based techniques12, 15, 16 that provide trade-offs between
the bandwidth and the OSR, this paper offers trade-offs between the bandwidth and the redundancy. In ΔΣ modulator, the OSR
is higher for high frequencies, leading to higher power consumption. However, in the proposed strategy, the redundancy for high
frequencies can be as low as that for low frequencies, which helps to reduce the power consumption for high-speed applications.
Another essential difference between our proposed strategy and the technique of Sanyal et al16 is that we propose to use the

randomized ETR to introduce the randomness into static mismatches while the technique16 realizes the randomization of static
mismatches by randomly selecting the current sources. It is noted that randomly selecting the ETR also results in the randomly
selecting the current sources. However, as will be analyzed in Section 4, the randomized ETR in our proposed strategy can
be realized more efficiently than the random selection of current sources does. Although Sanyal et al16 also mentions about
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randomly selecting the ETR, that randomized operation introduces only +1 or −1 deviation from the constant ETR, which can
hardly introduce effective randomness into the static mismatches in a multi-bit DAC. Besides, the wider range of ETR in Sanyal
et al16 is, the more signal attenuation will be. Therefore, randomly selecting the ETR may not be an optimum choice when the
technique in Sanyal et al16 is used.
Our strategy has the best noise performance among the non-oversampling techniques with the signal-independent ETR, such

as the randomized return-to-zero (RZ) techniques.1–4 Meanwhile, it should be noted that, as oversampling and noise shaping are
not adopted, the in-band noise performance of our strategy may not be as good as those with the ΔΣ techniques (see Figure 9),
such as the techniques in Shui et al12 and Sanyal et al.15, 16 According to Clara40 and Wikner,41 the theoretical maximum SNR
of a Lth-order noise shaper is

SNRmax,L = 6.02P + 1.76 + (20L + 10)log10(OSR) − 10log10
( �2L

2L + 1
)

(dB), (26)

which shows that doubling the OSR improves the in-band SNR by nearly 6L+ 3 dB. However, at the same operation rate, dou-
bling the OSR also lowers the signal bandwidth by half. In addition, according to Sanyal et al,16 the higher the max{|NTF(f )|}
is, the lower the signal swing will be. On the other hand, for the same signal bandwidth, using a higher OSR needs a higher sam-
pling rate and consequently causes more severe distortion degradation due to more nonlinear switching operations. Sometimes
these deteriorated distortions may even dominate the SNDR performance, resulting in reduced SNDR improvement by further
increasing the OSR, as depicted in Figure 10B. Therefore, this is essentially a trade-off between the signal bandwidth, the noise
performance, and the linearity. Figure 10 provides the simulated in-band SFDR and SNDR performance that supports the above
comparisons between the proposal and the ΔΣ-based technique.16
Compared with the area and power consumption of a traditional Nyquist DAC, the consumption from the redundancy is

another drawback of the proposed method. However, compared with the techniques in Shui et al12 and Sanyal et al,15, 16 the
reduced operation speed and the simplified implementation which will be introduced in Section 4 guarantee the advantage of the
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proposed techniques in high-speed applications. Besides, the redundancy-bandwidth scalability of the proposed strategy also
helps to reduce the area and power consumption.

4 PROPOSED OC-DWA DECODER

This section presents a decoder, named as OC-DWA, to implement our proposed switching strategy. This decoder can achieve
the signal-independent ETR without oversampling or signal attenuation. Compared with the vector-quantizer-based (VQ-based)
structures in the ΔΣ-based techniques,12–16 this decoder needs no complex sorting, either. Due to these features, the proposed
OC-DWA decoder can be realized more efficiently, which makes it more appealing for high-speed applications. Considering the
cost from redundant current sources, we provide comprehensive comparisons on the area and power consumption between the
DAC with the proposed OC-DWA decoder and the ΔΣ DAC with the VQ-based DEM implementation in Sanyal et al.16

4.1 Structure and operation principle
Figure 11A shows the basic concept of the OC-DWA decoder. In our proposed decoder, the decoding operation is similar to that
of a data-weighted averaging (DWA) decoder except that there are redundant control signals for the redundant current sources,
and that the calculation of the start point of the 1’s in the control vector is also different. In the original DWA decoder, the start
point of the 1’s in the next clock cycle is the end point of the 1’s in the previous clock cycle. This feature of the DWA decoder
cannot achieve the signal-independent ETR, as it cannot guarantee (11). In order to reuseKi 1’s from Si, as mentioned in step 3)
in our proposed strategy, we make modification to the calculation of the start point in the traditional DWA decoder to meet the
requirement in (11). Since the number of the overlapped 1’s is controlled to meet (11), we call this decoder the overlap-controlled
DWA, abbreviated as OC-DWA.
In our proposed decoder, four registers (Hp, Hn, Ep, and En) are used to record the information of the control vector. Hp

and Ep record the start and end point of the 1’s in the previous control vector, respectively, whileHn and En record the similar
information for the next control vector. As depicted in Figure 11B, in order to reuse Ki 1’s in the previous control vector Si, the
start point of 1’s in Si+1 is Ep −Ki + 1 which is equivalent to Di−1 +R−Ki +Hp. Due to the finite number of current sources,
the mod operation which can be realized with barrel rotator is used in the calculation ofHn. Therefore, we have

Hn = (Ep −Ki + 1) mod (N + 2R)
= (Di−1 + R −Ki +Hp) mod (N + 2R). (27)

Figure 12 provides an operation example for a 3-bit OC-DWA decoder. In this example, the number of redundant current
sources is eight and the selectedMSI is zero. The filled boxes represent those current sources connected to the positive output,
and the corresponding element in the control vector equals one. At the (i − 2)th clock cycle, the input digital code is two and
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the number of 1’s in Si−2 is six from 2 + 8∕2. For the transition from Di−2 to Di−1, the calculated value of Ki−1 is four, and the
value of Ep is six. To realize the calculated Ki−1, we use (27) to calculate the start point of 1’s in Si−1. As we can see from the
second row in Figure 12, it is three from 6 − 4 + 1 or 2 + 4 − 4 + 1. Once the start point of 1’s for Si−1 is obtained, the barrel
rotator in Figure 11A can realize the selection of current sources with certain steps of cyclic shift. In Figure 12, the number of
blue arrows represents the ETR which is configured to be eight. Note that from Di to Di+1 or Di+1 to Di+2, the calculated value
of Ki+1 or Ki+2 is 3.5 and the nearest integer three or four is used. As depicted in Figure 12, the OC-DWA decoder ensures a
constant ETR, neglecting the small variation due to the non-integer Ki. Although the deviation of the ETR is +1 or -1 due to
the approximation of the non-integer Ki, this deviation can be negligible for a largeN .
According to Section 3, the switching strategy can also achieve a random ETR by randomly selectingMSI from the range in

(15) or (22). The random selection ofMSI can be realized with a pseudo-random number generator (PRNG).3 As analyzed in
Section 3, this random operation can also help to deal with the static mismatches of current sources. The simulation results in
Section 5 will verify the effectiveness of this decoder to deal with the ISI errors and the static mismatches.

4.2 Hardware comparison and redundancy-bandwidth scalable configurations
Figure 13 shows the architecture of a ΔΣ DAC with the DEM technique in Sanyal et al16 and the standard vector quantizer
diagram where a sorter is required.15, 16 The main difference between the implementation of the techniques in Sanyal et al15, 16
and the OC-DWA decoder is the current sources selection logic, i.e. the sorter and the barrel rotator which are the most complex
part in the decoding circuits. The smallest-area sorter can be built with only one serial comparison-exchange comparator module
that needs more comparison and exchange steps. According to Thompson et al,30 the area-time complexity of sorting can be
evaluated by the area*time2 metric. In order to make a fair comparison, both the “area” and “time” are normalized with the
basic operation unit and time unit.30 Although there exist a lot of VLSI solutions for a complete sorting, there exists a lower
bound for the area*time2 metric which is Ω1(N2log2N).30 In the OC-DWA decoder, the area*time2 metric of the barrel rotator
is Ω((log2N)2N). For the same number of current sources, the area-time complexity of the current sources selection logic of
the OC-DWA decoder isN∕log2N times lower than the VQ-based implementations.15, 16
For high-speed applications, the sorter is usually realized with pipelined comparators each of which has two input words

and two output words.30–33 According to Yasuda et al,32 N log2N(log2N + 1)∕4 comparators are required to realize a fast
complete sorting. In the OC-DWA decoder, the sorter is replaced by the barrel rotator that needs only N log2N multiplexers
which has two 1-bit inputs and one 1-bit output. We assume that the hardware complexity of the comparator with log2N-bits
input width is log2N times that of the multiplexer used in the OC-DWA decoder. Then, for the same number of current sources,
the hardware complexity of the current sources selection logic is nearly (log2N)2∕4 times lower than the existing VQ-based
implementations.12–16 This is not a precise comparison since we do not take the consumption of PRNG in theMSI generator
and theHn calculator into account. This is because that they are not the dominating consumption, and that they are usually more
cost-friendly than the comparator and the loop filter depicted in Figure 13. Figure 14 shows an example of a vector quantizer
and the barrel rotator with seven current sources (3-bit). As we can see from Figure 14, the complexity of the propose OC-DWA

1Ω represents the asympotic lower bound. 30
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1 multiplexers with 1-bit width. Therefore, the area
of the 3-bit sorter is at least two times the size of
the 3-bit barrel rotator

decoder is indeed much simpler than that of the VQ-based implementations. The low complexity of digital circuits makes the
proposed OC-DWA decoder more suitable for high-speed applications. The complexity reduction approaches with the splitter
in Sanyal et al16 and Galton34 can also be used to further reduce the complexity of the rotator in the OC-DWA decoder.
It should be noted that the above comparisons are based on the same number of current sources. Since the proposed strategy

requires a certain number of redundant current sources and the ΔΣ DAC may use less number of current sources than a tradi-
tional Nyquist DAC, the overall area consumption of the DAC with the OC-DWA decoder may not be lower than that of the
ΔΣ DAC with the DEM technique in Sanyal et al.16 In order to clarify the advantage of the proposed OC-DWA decoder, we
provide comprehensive comparisons about the overall area and power consumption of the DACs with these two techniques. The
comparisons are based on two basic configurations of the proposed OC-DWA decoder.

4.2.1 Configuration with the highest dynamic range performance
In this configuration, the OC-DWA decoder operates at the normal sampling rate and the input of the OC-DWA decoder is the
input digital code of the DAC. Although the area cost of this configuration is the worst case, the low operation speed offers the
highest dynamic performance. The analog area of the DAC with the OC-DWA decoder is definitely large than that of the ΔΣ
DAC with the techniques in Shui et al12 and Sanyal et al.15, 16 However, the digital area of the DAC with the OC-DWA decoder
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FIGURE 15 Normalized total area against the number of current sources at different ratios of the analog area to the digital area
(represented as �) [Colour figure can be viewed at wileyonlinelibrary.com]

can be lower. Thus, the overall area comparison is dependent on the truncation and the ratio between the analog area and the
digital area in the ΔΣ DAC. In order to provide a numerical comparison, we define a parameter, represented as �. The value of
� equals the ratio of the analog area to the digital area in the ΔΣ DAC. We assume that the area of digital circuits in a ΔΣ DAC
is proportional toN log2N(log2N + 1)∕4. Figure 15 shows the total area consumption of the DAC with the OC-DWA decoder
and the ΔΣ DAC with the VQ-based DEM technique16 under different �. In Figure 15, the analog area of the DAC with the
OC-DWA decoder is assumed to be doubled, which is the worst case of the proposed strategy. Besides, no redundancy is added
into the ΔΣ DAC. As we can see from Figure 15, when � is lower than 0.6, the total area could be smaller with our techniques.
Although this low � may require calibration to address the mismatch problem, the reduced area of analog circuits also helps to
reduce parasitic capacitance, which is widely used in high-speed DACs.8–10, 35–37
As for the power consumption, the reduced operation rate reduces the dynamic power from digital circuits while the redun-

dancy increases the static power of the DAC with OC-DWA decoder. For high-speed DACs, the dynamic power is usually much
higher than the static power. In order to provide a numerical comparison, we define another parameter, represented as �. The
representation of � is

� =
Pswing

Pdynamic + Pstatic
. (28)

where Pdynamic and Pstatic is the dynamic power and the static power of the ΔΣ DAC with the technique in Sanyal et al.16 Pswing
is the product of the output current swing and the analog power supply. Ignoring the advantage of the digital hardware reduction
of the OC-DWA decoder, we approximately calculate the power of the DAC with the OC-DWA decoder as

POC-DWA =
[
Pdynamic

OSR
+ Pstatic

]

∗ 2 + Pswing. (29)

In (29), doubled number of current sources are used in the DAC with the OC-DWA decoder, which introduces extra Pswing.
Combining (28) and (29) gives

POC-DWA = (
2

OSR
+ �)Pdynamic + (2 + �)Pstatic. (30)

For a high-speed CMOS current-steering DAC, the static power mainly comes from the leakage of transistors, the bandgap
reference, the output current, the bias circuit, etc. Typically, the static power is dominated by the output current.38 Therefore,
we assume that the static power equals the value of Pswing. In the state-of-the-art high-speed designs9, 10, 19 that utilize ΔΣ
modulation, the value of � is less than 0.2, while the ratio of Pstatic to Pdynamic is less than 0.3. Let us assume that the value of �
equals 0.2 while the ratio of Pstatic to Pdynamic is 0.3. Then we have

POC-DWA = (
2

OSR
+ 0.86)Pdynamic, (31a)

PVQ-based = 1.3Pdynamic. (31b)
where PVQ-based is the power consumption of the ΔΣ DAC with the technique in Sanyal et al.16 According to the analyses in
Section 3, for a ΔΣ DAC with the technique in Sanyal et al,16 the required OSR is more than five to keep the signal swing
attenuation lower than -3 dB. Even if the OSR is as low as five, the value of POC-DWA is still lower than that of PVQ-based. Therefore,
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when used in high-speed applications, the DAC with the OC-DWA decoder under this configuration is more promising with
lower energy consumption.

4.2.2 Configuration with the lowest area consumption
Combing the ΔΣ modulator in Figure 13 with the proposed OC-DWA decoder, we can realize a DAC with the lowest area
consumption. In this configuration, the input digital code of the DAC is first fed into the ΔΣ modulator. The input of the OC-
DWA decoder is the output of the ΔΣ modulator. Although the performance of the analog circuits, such as less settling time for
current sources, is reduced from the oversampling operation, this configuration allows the OC-DWA decoder to use the same
number of current sources as the techniques in theΔΣ-based techniques.12–16 In this configuration, the simplified current source
selection logic (the barrel rotator) further reduces the area and energy consumption. However, the benefit from area and energy
reduction comes at the cost of the reduced randomness, since the range of the signal-independent ETR is reduced. Therefore,
calibration might be required in this configuration to address the mismatch problem.
To draw a conclusion, this section has presented an area- and power-efficient implementation of the proposed strategy.

Although the redundancy of the proposed strategy introduces extra area and power consumption, the simplified digital circuits
and the reduced operation speed guarantee the overall performance of the DAC with our proposed techniques. Comprehensive
comparisons between the OC-DWA decoder and the VQ-based implementations12–16 verify the advantages of our proposed
techniques in high-speed applications over the signal-independent switching techniques12–16 used in ΔΣ DACs.

5 SIMULATION RESULTS

This section provides the simulation results of the proposed switching strategy. The performance comparisons with some similar
techniques are further discussed in this section.
Figure 16A and Figure 16B show the simulated ETR of a 12-bit DAC using the proposed switching strategy. In this simulation,

the digital data are the samples of a sine signal and the number of sampling points is 1024. Figure 16C shows the energy of the
highest harmonic in the FFT of the ETR from low frequencies to high frequencies. If the ETR is signal-dependent, the FFT of
the ETR will contain significant signal tones. As depicted in Figure 16A and Figure 16B, the proposed switching strategy has
a signal-independent ETR, while the ETRs of the other three decoding methods are signal-dependent. Therefore, as shown in
Figure 16C, the proposed switching strategy yields much lower harmonic energy than the others.
Simulations in the rest of this section are based on the spectre model of the transistor in 65nm CMOS process. The simulated

DAC is constructed with transistors and has 14-bit resolution with 6 unary-weighted most-significant bits (MSBs), 4 unary-
weighted upper-least-significant bits (ULSBs), and 4 binary-weighted last-significant bits (LSBs). The switching strategy is
applied to MSBs and ULSBs.
Figure 17 shows the simulated SFDR and SNDR of a 14-bit 1-GS/s DAC with different techniques. Compared with the

traditional DAC, the total number of current sources in our proposed strategy is doubled and the ETR is configured to be constant
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in this simulation. To reveal the impact of the signal-dependent ETR on SFDR, we do not add static mismatches or timing
mismatches. As depicted in Figure 17, due to the ISI distortion, the linearity of thermometer decoding drops rapidly when
the frequency goes up. The signal-independent ETR significantly improves the SFDR. Among the compared techniques with
signal-independent ETRs used in Nyquist DACs, the proposed switching strategy shows a higher SNDR than other techniques.
It is because that the randomized operations in the time-relaxed interleaving digital-random-return-to-zero (TRI-DRRZ)3 and
the time-relaxed interleaving DEMRZ (TRI-DEMRZ)4 usually increase the noise floor. Therefore, the SNDR of these two
techniques is lower than that of our proposed switching strategy with a constant ETR. At low output frequencies where the ISI
distortion is not the bottleneck, the increased noise floor may also affect the SFDR. As we can see from Figure 17, the SFDR of
the DACwith the proposed strategy is higher than that of the DACwith TRI-DEMRZ and TRI-DRRZ at low output frequencies.
Figure 18 shows the simulation results of a 14-bit 1-GS/s DAC using our proposed switching strategy with fewer redundant

current sources and varying Mi. In this simulation, the number of redundant current sources is 0.5N. Three different sets of
varyingMi are simulated separately. The three sets ofMi for MSBs are depicted in Figure 18A. Note that the reduced number of
redundant current sources reduces the dc offset of the single output and increases the voltage headroom for stacked transistors. In
this simulation, we adjust the voltage for the case with N redundant current sources and constantMi to keep the voltage headroom
for these two different cases the same. In this way, the glitches in these two cases are also the same and the only difference is the
ETR. The provided analyses in Section 3 have revealed that, with (

√

2−1)N redundant current sources, the signal-independent
ETR can still be realized for the single-tone-signal conversion. As we can see from Figure 18B, all the cases with different sets of
Mi within the signal-independent range still show significant SFDR improvement as the case with N redundant current sources
and constantMi does, which verifies the feasibility to reduce the redundancy for the single-tone-signal conversion.
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Figure 19 shows the simulation results of a 14-bit 1-GS/s DAC using our proposed switching strategy with fewer redundant
current sources and constantMi. In this simulation, all the configurations are the same with those of the simulation in Figure 18
except that the selectedMi for each SFDR curve is constant. The selectedMi for MSBs is depicted in Figure 19A. The analyses
in Section 3 have revealed that our switching strategy in this case can still achieve the signal-independent ETR within the
optimum band of the selectedMi. As depicted in Figure 19A, whenMi increases, the corresponding optimum band increases
to high frequencies. As we can see from Figure 19B, since the optimum band ofMi = 0 dose not cover high frequencies, the
SFDR is relatively low at high frequencies, where the ISI distortion is the bottleneck of SFDR performance. WhenMi increases
from 20 to 40, the corresponding SFDR tends to be higher at high frequencies and lower at low frequencies. Since the ISI
distortion is usually not the bottleneck at low frequencies, the SDFR degradation at low frequencies is lower than the SFDR
improvement at high frequencies. Compared with the SFDR ofMi = 0, the SFDR ofMi = 40 is 9 dB lower than that ofMi = 0
at low frequencies but 18 dB higher at high frequencies. The results of this simulation are consistent with the discussion about
the optimum band in Section 3 and confirm the feasibility to further reduce the number of current sources based on different
bottlenecks of SFDR performance and the signal frequency distribution.
Figure 20 shows the simulation results of a 14-bit 1-GS/s DAC using our proposed switching strategy with N redundant

current sources and a 0.1% standard deviation of current-source mismatch. In order to verify the effectiveness of the proposed
switching strategy in dealing with static mismatches, we utilize two randomized operations mentioned in Section 3. In one of
the randomized operations, the Ki reused 1’s are chosen randomly while Mi is constant. In the other randomized operation,
the OC-DWA decoder is utilized withMi being randomly selected from the range in (23). Compared with the case without the
randomized operation, the cases with the randomized operations improve the SFDR by 6 dB at low frequencies, which verifies
the effectiveness of the proposed switching strategy in dealing with the static mismatches. As we can see from Figure 20, both
randomized operations show effective SFDR enhancement at low frequencies. It is obvious that the decoding will be more
complicated to realize the random selection of the reused 1’s than the random rotation with differentMi in the OC-DWAdecoder.
Figure 21 shows the simulation results of a 14-bit 1-GS/s DAC using our proposed switching strategy with 0.5N redundant

current sources and constantMi. In this simulation, the signal swing is attenuated to -6 dBFS, -12 dBFS, and -18 dBFS sepa-
rately. According to (13), for the signal attenuated to -6 dBFS, the required number of redundant current sources to achieve the
completely signal-independent ETR could be reduced to 0.5N . When the attenuation of the signal changes from -6 dBFS to -12
dBFS, the effective number of input digital bits decreases by 1 bit. As depicted in Figure 21, every 1-bit loss in the effective
number of input digital bits reduces the SNDR by nearly 6 dB. According to the relationship between the SNDR and the res-
olution, we can see that the linearity of the proposed switching strategy is still guaranteed when the swing changes. Since the
proposed strategy dose not utilize the ΔΣ modulator to increase the in-band SNDR, the SFDR and SNDR will decrease when
the signal swing decreases.
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6 CONCLUSION

This paper proposes a switching strategy for current-steering DACs with redundant current sources to achieve a signal-
independent element transition rate (ETR) and thus a high dynamic-linearity range. Compared with existing techniques in
ΔΣ DACs for a signal-independent ETR, the proposed switching strategy can be used in Nyquist DACs without restric-
tion on the lower and upper bounds of the input digital code. Mathematical analysis provides new insights into the range
of the signal-independent ETR and the number of required redundant current sources, which further leads to three practical
redundancy-bandwidth scalable trade-offs under three common scenarios. These trade-offs avoid excessive use of redundant
switching current sources while ensuring signal-independent switching for a high dynamic-linearity range. A low-complexity
low-power decoder, named as OC-DWA, is proposed to realize the switching strategy. Besides the signal-independent ETR, the
OC-DWA decoder can also deal with the static mismatches by randomly selecting the ETR from the revealed ETR range. The
relaxed clocking requirement and the low decoding complexity make the OC-DWA decoder appealing for high-speed applica-
tions. Simulation results verify the effectiveness in enhancing the DAC linearity with the redundancy-bandwidth scalability of
the proposed techniques.
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