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PAPER

Temperature-Aware Leakage Estimation Using Piecewise Linear
Power Models∗

Yongpan LIU†a), Member and Huazhong YANG†, Nonmember

SUMMARY Due to the superlinear dependence of leakage power con-
sumption on temperature, and spatial variations in on-chip thermal profiles,
methods of leakage power estimation that are known to be accurate require
detailed knowledge of thermal profiles. Leakage power depends on the in-
tegrated circuit (IC) thermal profile and circuit design style. Here, we show
that piecewise linear models can be used to permit accurate leakage estima-
tion over the operating temperature ranges of the ICs. We then show that
for typical IC packages and cooling structures, a given amount of heat in-
troduced at any position in the active layer will have a similar impact on the
average temperature of the layer. These two observations support the proof
that, for wide ranges of design styles and operating temperatures, extremely
fast, coarse-grained thermal models, combined with piecewise linear leak-
age power consumption models, enable the estimation of chip-wide leakage
power consumption. These results are further confirmed through compar-
isons with leakage estimates based on detailed, time-consuming thermal
analysis techniques. Experimental results indicate that, when compared
with a leakage analysis technique that relies on accurate spatial temper-
ature estimation, the proposed technique yields a 59,259× to 1,790,000×
speedup in estimating leakage power consumption, while maintaining ac-
curacy.
key words: temperature-aware, power models, leakage estimation

1. Introduction

As a result of continued integrated circuit (IC) process
scaling, which reduces transistor threshold voltages, chan-
nel lengths, and gate oxide thicknesses, the importance of
leakage power consumption estimating is increasing [2].
Presently, leakage accounts for 40% of the power consump-
tion of modern 65 nm high-performance microprocessors
[3]. Without leakage reduction techniques, this ratio will
increase with further technology scaling. Due to the increas-
ing impact of leakage on IC performance, power consump-
tion, temperature, and reliability, the leakage power must
now be considered and optimized throughout the entire IC
design flow, within which leakage power analysis may be in-
voked tens of thousands of times. Therefore, it must be both
accurate and fast. Researchers have developed a variety of
techniques to characterize IC leakage power consumption,
ranging from the architectural level to the device level [4]–
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[9]. We now survey leakage analysis work spanning these
design levels.

Device-level leakage power estimation generally relies
on models for individual transistor leakage mechanisms.
Transistor leakage power consumption is a function of the
physical properties and fabrication processes of the devices.
For bulk CMOS, the main control variables for leakage are
the dimensions of the device(feature size, oxide thickness,
junction depth, etc.) and doping profiles in transistors [9].
Based on these physical characteristics, leakage models can
be developed to predict the components of leakage, e.g.,
subthreshold leakage, gate leakage, and junction leakage.
Generally, technology constants provided by the foundry
can be used in such models [10]. Transistor-level simula-
tors [11] incorporating these models can accurately predict
leakage; however, they are computationally expensive as a
result of iteratively solving complex leakage formulas. Fur-
thermore, statistical leakage analysis techniques [12] should
be adopted due to the increasing process variation phenom-
ena in the nanoscale CMOS technology.

In addition to its dependence on device parameters, IC
leakage power consumption is affected by a number of cir-
cuit level parameters, e.g., the distribution of device types
(NMOS and PMOS), geometries (channel width and length)
and control voltages. Numerous circuit-level leakage es-
timation techniques have been proposed. Sirichotiyakul et
al. presented an accurate and efficient average leakage cal-
culation method for dual-threshold CMOS circuits that is
based on graphical reduction techniques and simplified non-
linear simulations [13]. Lee et al. proposed fast and accu-
rate state-dependent leakage estimation heuristics using cir-
cuit block level look-up tables, targeting both subthreshold
and gate leakage [14]. To conduct full-chip leakage esti-
mation accurately, it is possible to model and sum the leak-
age currents of all the gates [15], [16]. However, this is too
computationally-intensive for use in the earlier design stages
of very large scale integrated circuits.

For architectural leakage models [4], design parame-
ters characterizing microarchitectural design styles and tran-
sistor sizing strategies can be extracted from typical logic
and memory circuits. Do et al. proposed high-level dynamic
and leakage power models to accurately estimate physically-
partitioned and power-gated SRAM arrays [17]. Given a set
of inputs, Gopalakrishnan et al. used a bit-slice cell library
to estimate the total leakage energy dissipated in a given
VHDL structural datapath [18]. Kumar et al. presented a
state-dependent analytical leakage power model for FPGAs
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[19]. The techniques described in this paragraph provide
reasonable accuracy for early design stage leakage estima-
tion, as long as the temperature is fixed. However, they do
not consider temperature variations.

IC leakage power consumption is a strong function
of temperature, e.g., subthreshold leakage increases super-
linearly with chip temperature. In modern microproces-
sors, power density has reached the level of a nuclear re-
actor core, causing high chip temperatures and hence high
leakage power consumptions. Due to time-varying work-
loads and operating states with different power consump-
tion levels (up to 25 power states in the Core™ Duo pro-
cessor [20]) and uneven on-chip power density distribution
(ranging from 170 to 0 Watts/cm2 in a realistic processor
[21]), large on-chip temperature variations and gradients are
common in high-performance ICs. For example, SoCs may
have larger than 40 °C temperature differences [22], causing
high on-chip leakage variation. In summary, increasing chip
temperature and on-chip temperature variation significantly
affect IC leakage power consumption [23]. Therefore, ac-
curate leakage power analysis requires consideration of the
temperature.

Some researchers have developed temperature-depen-
dent architectural leakage power models. Zhang et al. de-
veloped HotLeakage, a temperature-dependent cache leak-
age power model [24]. Su et al. proposed a full-chip leakage
modeling technique that characterizes the impact of temper-
ature and supply voltage fluctuations [25]. Liao et al. pre-
sented a temperature-dependent microarchitectural power
model [26]. These models generally assume operation in
a flow similar to that depicted in Fig. 1.

One can be confident of accurate temperature-
dependent leakage estimation using a fine-grained thermal
model. However, this is computationally intensive. As ex-
plained in detail in Sect. 4, existing techniques either re-
sort to accurate thermal analysis (with costly high analysis
times) or sacrifice confidence in leakage power consumption
accuracy. Previous work has not demonstrated that this per-
mits accurate leakage estimation. Without an understanding
of the requirements for accurate leakage prediction, conser-
vative designers are forced to use slow, fine-grained thermal
models. This hinders the use of accurate IC leakage power
estimation during IC synthesis.

Fig. 1 Thermal-aware power estimation flow.

In this paper, we propose a fast, accurate method of
estimating IC leakage power consumption.

1. We demonstrate that, within the operating temperature
ranges of ICs, using a piecewise-linear leakage model
with only a few segments for each functional unit re-
sults in accurate thermal-aware leakage estimation.

2. We demonstrate that IC packages and cooling struc-
tures have the useful property that a given amount of
heat produced within the active layer will have a similar
impact on the average temperature of the active layer,
regardless of its distribution.

3. We use the preceding two properties to prove that
within regions of uniform design style in a specific
manufacturing process, knowledge of the average tem-
perature is sufficient to accurately estimate leakage
power consumption. Based on this result, we show that
total leakage in a region can be predicted using a sim-
ple, but carefully designed, coarse-grained model with-
out sacrificing accuracy.

4. We validate the proposed technique via analysis of po-
tential sources of error and simulation results. We
demonstrate that for a wide range of ICs, a simplified
thermal model in which only one thermal element is
used for each functional unit permits a speedup in leak-
age estimation of 59,259× to 1,790,000× while main-
taining accuracy, when compared with a conventional
approach that uses a thermal model of sufficient detail
to permit accurate thermal analysis.

The rest of this article is organized as follows. Sec-
tion 2 presents the temperature-aware leakage power model
for ICs. Derivative and piecewise-linear leakage models
are described and their accuracies are evaluated. Section 3
describes the proposed analysis acceleration technique and
proves that, given certain cooling structure properties and a
constant power profile, the area-temperature product for an
IC is constant. Based on these models, we propose a fast and
accurate leakage estimation method in Sect. 4. Experimental
results are reported in Sect. 5. We present our conclusions
in Sect. 6.

2. Proposed Leakage Model

This section reviews past work in detailed IC leakage power
consumption modeling and explains how to derive an accu-
rate piecewise-linear leakage model. Finally, the accuracy
of the proposed model is evaluated.

2.1 IC Leakage Sources

IC leakage current consists of various components, in-
cluding subthreshold leakage, gate leakage, reverse-biased
junction leakage, punch-through leakage, and gate-induced
drain leakage [9], as shown in Fig. 2. Among these, sub-
threshold leakage and gate leakage are currently dominant,
and are likely to remain dominant in the near future [2].
They will be the focus of our analysis.
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Fig. 2 Leakages current components in a MOS transistor.

Considering the weak inversion drain-induced barrier
lowering and body effect, the subthreshold leakage current
of a MOS device can be modeled as follows [27]:

Isubthreshold = As
W
L
vT

2
(
1 − e

−VDS
vT

)
e

(VGS−Vth)
nvT (1)

• where As is a technology-dependent constant,
• Vth is the threshold voltage,
• L and W are the device effective channel length and

width,
• VGS is the gate-to-source voltage,
• n is the subthreshold swing coefficient for the transis-

tor,
• VDS is the drain-to-source voltage, and
• vT is the thermal voltage.
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q . Therefore, Eq. (1) can be reduced

to
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Equations (1), (2) demonstrate that subthreshold leak-
age depends primarily on temperature, supply voltage, and
body bias voltage. Gate leakage, in contrast, is primarily
affected by supply voltage and gate dielectric thickness, but
is insensitive to temperature. Using the Taylor series ex-
pansion at a reference temperature Tre f , the total IC leakage
current of a MOS device can be expressed as follows:

Ileakage(T ) = Isubthreshold + Igate

= As
W
L
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T 2e
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= Ilinear(T ) + Ihigh order(T ) (3)

where the linear portion Ilinear(T ) is
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W
L

(
k
q

)2

e
q(VGS−Vth )

nkTre f

×
(
Tre f

2 + (2Tre f − q(VGS − Vth)
nk

)(T − Tre f )

)
(4)

and the high-order portion of Ihigh order(T ) is

Ihigh order(T ) = I′′leakage(Tre f )(T −Tre f )
2 +O((T −Tre f )

3)

(5)

Therefore, the estimation error resulting from the truncation
of the super-linear terms is bounded as follows:

Errdev =

∣∣∣∣∣∣
Ihigh order(T )

Ileakage(T )

∣∣∣∣∣∣ (6)

Equations (5), (6) demonstrate that the estimation error
of the linear leakage power model is a function of |T − Tref |,
i.e., the difference between the actual circuit temperature T
and the reference temperature Tref at which the linear model
is derived. Therefore, to minimize the estimation error, the
linear leakage model should be derived as close as possible
to the actual sub-circuit temperature.

2.2 Piecewise-Linear Model Extraction

To build the piecewise-linear leakage model, we can char-
acterize IC leakage power at different temperatures using
simulation or measurement. We have developed a gate-level
leakage analysis flow to estimate IC leakage at different tem-
peratures. The flow contains two steps:1) Setup a library
characterizing the leakage of each cell under different pa-
rameters, such as manufacture process, temperature, input
patterns, supply voltage and body bias voltage, and 2) Count
the IC cell number and sum the total leakage current.

Step 1 is time consuming because HSPICE simulation
must be used for each combination of the leakage-related
parameters. Fortunately, this step is only necessary once per
cell library. After the library is built, the number and type
of cell or block can be extracted very quickly using Synop-
sys Design Compiler or SRAM compiler in Step 2. An IC is
divided into regions within which all cells have similar leak-
age characteristics. For example, logic and memory would
be divided into different regions. Since input vectors have
a great influence on leakage current, we assign a specific
probability to each cell or block for each input vector and
use the input vector probabilities to estimate their leakage
power consumption. For other applications, we can extract
the switching information, denoted as input factors, from
design tools, such as VCS and PrimePower by running cor-
responding benchmarks. Detailed information on input pat-
terns can improve estimation accuracy. However, the pro-
posed method is independent of any specific input factor.
Part I in Fig. 3 summarizes the simulation-based leakage es-
timation flow.

Part II in Fig. 3 illustrates the proposed approach to
extract a piecewise-linear leakage model. As illustrated in
Fig. 3, the method uses linear least squared error curve fit-
ting on each line segment. The proposed piecewise linear
leakage model can be built based on both the simulated cir-
cuits leakage-temperature pairs, as well as the measured cir-
cuits leakage-temperature pairs. We have also demonstrated
this flow based measured data from Freescale Semiconduc-
tor in Fig. 7. In this approach, users must decide the number
of line segments and determine each segment’s temperature
range. Usually, the curve is nearly-linear over the operat-
ing temperature range of an integrated circuit, as shown in
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Fig. 3 Piecewise-linear leakage model extraction flow.

Fig. 4 Normalized leakages for HSPICE, piecewise-linear, and linear
models using the 65 nm process for c7552 and SRAM.

Fig. 4. Using three equal-size segments results in an error
less than 1% for all of the circuits we evaluated. The user
can adjust the number of segments based on the required ac-
curacy. To obtain the coefficients, linear least-squared error
curve fitting is done for each segment. This approach re-
quires a manual trade off between accuracy and model com-
plexity.

2.3 Model Accuracy

We used simulation and comparisons with measured data
to evaluate the accuracy of the proposed piecewise-linear
model. Figure 4 presents the normalized leakage power
consumptions of two circuits (a combinational circuit c7552
[28] and SRAM [29]) as functions of temperature. For each
circuit, we compare linear and three-segment piecewise-
linear (PWL 3) models with HSPICE simulation results for a
65 nm predictive technology model process [30]. Within the
normal operating temperature ranges of many ICs, 55 °C–

Fig. 5 Linear leakage model error trend for c7552 and SRAM under
different segment configurations.

Fig. 6 Linear leakage model errors for ISCAS85 benchmark suites using
three-segment piecewise-linear model.

85 °C, even a linear model is fairly accurate. This accuracy
can be further improved using a piecewise-linear model.
Accuracy improves with segment count although, in prac-
tice, only a few segments are needed.

Figure 5 shows average and maximum leakage power
model errors as functions of the piecewise-linear model seg-
ment count for the same two circuits considered in Fig. 4.
The error is reported relative to the HSPICE simulation.
Leakage was modeled in the temperature range of 40 °C–
110 °C, i.e., a typical normal operating temperature range.
Within each piecewise-linear region, a linear leakage model
is derived at the average temperature of this region using
Eq. (4). The accuracy permitted by the piecewise-linear
model is determined by the granularity of the regions. Fig-
ure 5 shows that the modeling error decreases as the num-
ber of linear segments increases. For three or more seg-
ments, the maximum errors are less than 1% for both c7552
and SRAM. Furthermore, Fig. 6 also indicates average and
worst-case errors for different benchmarks in the ISCAS85
suite using PWL3 models. The worst-case errors are always
below 0.8% and the average error is less than 0.4%. These
results indicate that coarse-grained piecewise-linear models
permit good leakage estimation accuracy. Finer granularity
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Fig. 7 Piecewise-linear model error with measured leakage power data.

or differentiation of curve fitted continuous functions will
generally further improve accuracy, at the price of increased
complexity.

To determine the accuracy of the piecewise-linear
model for industrial circuits, we applied the proposed mod-
eling process to the measured leakage power consump-
tion values provided by industrial collaborators at Freescale
Semiconductor. The linear least-squared error method was
used to extract the piecewise-linear model parameters. The
resulting modeling errors are plotted in Fig. 7. Freescale
provided six groups of measured leakage power data for
an embedded microprocessor design. Each group corre-
sponds to a 60 °C temperature range. For the three low-
temperature groups (G1, G2, G3), the leakage power is mea-
sured from 25 °C to 85 °C. For the three high-temperature
groups (G4, G5, G6), the leakage power is measured from
45 °C to 105 °C†. As Fig. 7 shows, the accuracy of linear
modeling decreases as temperature increases. The average
and worst-case errors are below 2% and 3%. Both simu-
lated and measured experimental results show that the pro-
posed piecewise-linear model accurately describes the rela-
tionship between leakage power consumption and tempera-
ture within the operating temperature range of the IC.

3. Thermal Model and Properties

This section introduces a thermal modeling technique com-
monly used in detailed temperature-aware IC leakage esti-
mation and explains the properties of IC cooling solutions
that enable the proposed leakage analysis technique. There
are alternative thermal modeling techniques but the trade off
between modeling accuracy and computation time is typical
for thermal modeling.

3.1 Thermal Model Introduction

To conduct numerical thermal analysis, the IC chip and
package are partitioned into numerous isothermal elements.
This permits heat flow to be modeled in the same manner as
electrical current in a distributed RC network.

Fig. 8 Heat flow in a typical IC thermal package.

C
d�T (t)

dt
= A�T (t) − �p U(t) (7)

where

• C is an λ × λ diagonal thermal capacitance matrix,
• A is an λ × λ thermal conductance matrix,
• �T (t) = [T1 − TA, T2 − TA, · · · , Tλ − TA]T is the temper-

ature vector in which TA is the ambient temperature,
• �p = [p1, p2, · · · , pλ]T is the power vector, and
• U(t) is the unit step function.

In steady-state thermal analysis, the thermal profile does not
vary with time. Therefore, we can denote limt→inf �T (t) as �T ,
allowing Eq. (7) to be simplified as follows:

�p = A × �T (8)

The thermal resistance matrix R is the inverse of the thermal
conductance matrix, i.e., R = A−1.

3.2 Useful Property of IC Cooling Structure

In this section, we list several reasonable assumptions to
show that most realistic cooling configurations have a prop-
erty, i.e. the sum of products area-temperature conservation
property.

A typical IC thermal model is shown in Fig. 8. To ac-
curately model spatial temperature variation, an adequate
number of layers of thermal elements is generally neces-
sary between the active layer and heat sink. We denote
the layer number as n. Assuming an IC floorplan within
which the active layer is divided into m isothermal blocks,
blki, i ∈ {1, 2, · · · ,m}, the temperature, area, and power con-
sumption of blki are expressed as Ti, si, and pi. The total
power consumption of the chip is Ptot =

∑m
i=1 pi. The ma-

trix, S, holds the values of the vector �s, [s1, s2, · · · , sm] along
its diagonal. We now present a useful property of IC cool-
ing solutions that permits the use of the proposed leakage

†Other information is not available due to restrictions imposed
by a non-disclosure agreement limits with Freescale™ company.
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estimation technique.
First of all, we list the assumptions held for the prop-

erty:

1. The thermal element is made vertically isothermal in
each layer by arbitrarily reducing the thickness of the
thermal element.

2. Each layer has uniform material conductivity and
thickness and does not have holes.

3. All heat generated in the active layer flows eventually
to the ambient through the top of the heatsink and the
bottom of the package.

The above assumptions do not strictly hold in real cool-
ing solutions. However, Sect. 5 contains numerical simula-
tions indicating that under various realistic cooling config-
urations, the following Theorem 1 is a good approximation
to reality.

Theorem 1 (Thermal Property of Cooling Solution): While
the following assumptions are satisfied, for the active layer
of an integrated circuit divided into discrete elements, the
sum of the products of element temperatures and areas

∑
i∈L0

siT
L0

i is constant (9)

as long as the total power in the active layer L0 is constant.

Table 1 defines terms used in the proof. In order to
simplify the proof, we transform two heat paths into a single
equivalent one heat flow path. We have proved and validated
the transformation is correct by simulations in [31]†.

We shall start from Ln, which represents the nth layer
and the farthest layer from the active layer. Based on pre-
vious assumptions, the chip and package can be discretized
as illustrated in Fig. 8. The temperature T n

i of each element
i in the layer Ln is decided by the vertical heat flow and can
be expressed as follows:

T n
i = T A + f z

i siRiver = T A + f z
i si

tn

knsi
(10)

As Eq. (10) has shown, the horizontal heat flow does not
contribute to the temperature due to Assumption 3. Since we
assume that each element in one layer has uniform thermal
conductivity and thickness, using Eq. (10), Eq. (11) can be

Table 1 Terms and definitions in the proof.

si area of thermal element i
T j

i temperature of thermal element i in layer j
T A ambient temperature
f x
i x-axis horizontal heat flow for thermal element i

f yi y-axis horizontal heat flow for thermal element i
f z
i z-axis vertical heat flow for thermal element i

L0 thermal elements in active layer
Ln thermal elements in layer farthest from active layer
Li

t terminal thermal elements in layer i
Li

n non-terminal thermal elements in layer i
kl material thermal conductivity in layer l
tl the thickness of layer l

obtained as follows:

∑
i∈Ln

siT
n
i =

∑
i∈Ln

si

(
T A+

f z
i tn

i

kn
i

)
=T A

∑
i∈Ln

si+
tn

kn

∑
i∈Ln

si f z
i

(11)

It is straightforward to see that the first term T A ∑
i∈Ln si is

constant. The second term tn

kn

∑
i∈Ln si f z

i is also a constant
as long as the total vertical heat flow f z through the layer
is a constant under the homogeneous layer partition (As-
sumption 2). The condition is obviously satisfied, since we
assume no heat can flow through the sides of the chip pack-
age.

Next, consider layer Ln−1. For each element i in layer
Ln−1, which contains m elements in total, we have the fol-
lowing expression according to Fig. 8.

∑
i∈Ln−1

siT
n−1
i =

∑
i∈Ln−1

si

⎛⎜⎜⎜⎜⎝T n
i +

f z
i tn−1

kn−1

⎞⎟⎟⎟⎟⎠

=
∑

i∈Ln−1

siT
n
i +

tn−1

kn−1

∑
i∈Ln−1

si f z
i (12)

Equations (10), (11) show that the term
∑

i∈Ln−1 siT n
i is con-

stant. Term tn−1

kn−1

∑
i∈Ln−1 si f z

i is also constant because all heat
generated in the active layer must flow through layer Ln−1

(Assumption 3). Induction can be used to push heat to the
active layer. Therefore, the sum of the products of element
temperatures and areas

∑
i∈L0

siT L0

i remains constant as long
as the total power input remains constant.

4. Fast Temperature-Aware Leakage Estimation

In this section, we start from the conventional fine-grained
thermal-aware leakage analysis, from which we propose
fast and accurate temperature-dependent leakage estimation
methods for chips with uniform and non-uniform leakage
characteristics. We then discuss the use of the proposed
method in real designs.

4.1 Proposed Method

Assume the IC is divided into n isothermal homogeneous
grid elements, blki, i ∈ 1, 2, · · · , n. The temperature, area,
and power consumption of each element, blki, are expressed
as Ti, si, and pi. Using the linear or piecewise-linear leak-
age model developed in Sect. 2, the leakage power of blki is
expressed as follows:

pblki

leak(Ti) � VDDIblki

linear(Ti) (13)

For a subcircuit with uniform design style, the leakage cur-
rent is linearly proportional to the temperature, yielding the
following formula:

†For the sake of clarity, we will provide a direct inductive proof
based on heat transfer equation below. The first author’s Ph.D. dis-
sertation provides a longer, less intuitive, but more general indirect
matrix-based proof [31].
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Iblki

linear(Ti) = Ii(T0)(ηiTi + ξi) (14)

where Ii(T0) is the leakage current per block at the reference
temperature T0. This value depends on the manufacturing
technology, design style, supply voltage, and input pattern.
Since input vectors influence leakage current, it should be
weighted by the input vector probabilities. ηi and ξi are
parameters obtained by curve fitting in the piecewise-linear
model. Collectively, Ii(T0), ηi, and ξi are referred to as leak-
age coefficients.

Uniform Case: Without considering thermal factors,
the leakage coefficients Ii(T0), ηi, and ξi are decided only by
the circuit design style, supply voltage, and input pattern.
For an IC with uniform design style and supply voltage,
such as SRAM and field-programmable gate arrays (FP-
GAs), these values are the same under specific input patterns
for all portions of the IC in a linear power model and can be
denoted as Itech(T0), η, ξ. Theorem 1 can be used to show
that:

n∑
i=1

Iblki

linear(Ti) = Itech(T0)
n∑

i=1

(ηTi + ξ)

= nItech(T0)(ηTavg + ξ) (15)

Therefore, as long as the conditions necessary to use Theo-
rem 1 are well satisfied and the linear power model is used,
we will show later that only one thermal element is needed
to calculate the Tavg of the entire IC. This permits highly-
efficient leakage estimation.

Nonuniform Case: Many ICs are composed of regions
with different design styles, e.g., logic and memory, or
with different supply voltages. These regions have different
Ii(T0), ηi, and ξi values. Furthermore, even if in the uniform
design style ICs with quite large temperature variations, e.g,
in Sect. 2 over 30 °C temperature variations and less than
1% leakage power modeling error will require adoption of
piecewise linear modeling, in which leakage coefficients
would be different in different temperature regions. In this
case, we divide the chip into p regions, within which the
leakage coefficients are consistent. In fact, proper partition
in leakage curves are needed to build the piecewise-linear
model and to keep the leakage coefficients consistent in each
region. Therefore, the IC leakage current is expressed as fol-
lows:

p∑
k=1

qk∑
i=1

Iblki

linear(Ti) =
p∑

k=1

Ik(T0)
qk∑

i=1

(ηkTi + ξk)

=

p∑
k=1

qkIk(T0)(ηkT reg
k + ξk) (16)

where T reg
k is the average temperature of region k. By sum-

ming the leakage current of all regions, the total leakage
current is obtained. In contrast with other traditional fine-
grained thermal analysis methods, we will show that the use
of only one, or a few, thermal elements for each region al-
lows extremely fast and accurate thermal analysis for the
average temperature T reg

k .

4.2 Fast Average Temperature Calculation

This paragraph shows how to calculate the average temper-
ature based on efficient coarse-grained thermal analysis.

For the uniform design style IC, Theorem 1 shows that
the sum of the products of element temperatures and areas∑

i∈L0

siT
L0

i is constant (17)

as long as the total power in the active layer L0 is constant.
Therefore, we can assume the temperature is evenly dis-
tributed across the chip and a single equivalent thermal resis-
tance can be used to calculate Tavg. The thermal resistance
can be obtained using the conventional analytical method,
which can be expressed by the following equation:

Tavg = Ptot · Rver =
Ptot · tblk

kblk · Ablk
(18)

where tblk is the thickness of the block, kblk is the thermal
conductivity of the material of that block, and Ablk is the
cross-sectional area of the block. For the nonuniform de-
sign style IC, we also need to find an efficient way to calcu-
late the average temperature for each region with different
design styles. According to the relationship between heat
flow and electrical current, we can extract the vertical ther-
mal resistance using Eq. (18). The lateral thermal resistance
between regions can be obtained using the spreading resis-
tance approach in Hotspot [32]. It builds an equivalent ther-
mal resistance network to estimate the average temperature
of each region. Since the granularity of region based par-
titions is much smaller than the conventional fine-grained
approach, the thermal analysis speed is extremely fast. Our
experimental results show that the average temperature cal-
culated by such a coarse-grained thermal model is generally
consistent with the results of the fine-grained model for dif-
ferent real chip layouts, even under extremely imbalanced
power distributions.

4.3 Discussion on Usage

Based on our conclusions in Sects. 2 and 3, we can pro-
vide upper and lower bounds on the IC leakage power con-
sumption. In general, there is a difference in Ii(T0) between
blocks with different design styles. Therefore, according to
Eq. (15), the upper and lower bounds follow:

n∑
i=1

Lblki (T ) ≤ Imax(T0)
n∑

i=1

(ηmaxTi + ξmax)

n∑
i=1

Lblki (T ) ≥ Imin(T0)
n∑

i=1

(ηminTi + ξmin) (19)

where Imax(T0), Imin(T0), ηmax, ηmin, ξmax, and ξmin are
max(Ii(T0)), min(Ii(T0)), max(ηi), min(ηi), max(ξi), and
min(ξi). We can use Eq. (19) to bound the total leakage
power of the chip. These bounds are not tight enough for
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ICs with large on-chip thermal gradients or dramatically-
different design styles. However, they are useful for ICs
with moderate temperature gradients and design style vari-
ations, such as low power FPGAs, SRAMs, or other ICs
with regular structures. In reality, users can calculate leak-
age coefficients for different regions under estimated ther-
mal gradients to see if the bounds are good enough for their
purpose.

Furthermore, Sect. 3 draws the conclusion that, if the
regions in an IC have differing leakage characteristics, phys-
ical designs that reduce the temperature in the high-leakage
coefficient regions will reduce the total leakage power, even
if the temperatures of the low-leakage coefficient regions in-
crease by the same amount. Thus, proper physical design
can reduce leakage power by changing the power and ther-
mal distribution. The optimized results should be bounded
by Eq. (19).

In practice, most block-based designs can be parti-
tioned into a few functional blocks for thermal-aware leak-
age estimations. Both our experimental results in Sect. 2
and other independent work [26] showed that blocks con-
structed with similar standard cells and structures have con-
sistent leakage coefficients. Therefore, according to its func-
tion partitioning, the chip can be divided into regions with
different design styles. It should be noted that users can
further partition a functional unit into smaller regions based
on its detailed circuit structure if more consistent leakage
coefficients are needed. However, such partitioning is not
beneficial without detailed structural information, which is
often not available in the early design stages.

The importance of process variation is likely signifi-
cant in future deep-submicron processes. We will briefly
discuss its implications on efficient temperature-aware leak-
age modeling. A thorough treatment is beyond the scope of
this article. Process variations can be divided into two cat-
egories: inter-die variation and intra-die variation. Inter-die
variation can be considered directly, using Eq. (19) to bound
the leakage power for different corner cases. Given the
knowledge of the detailed variation probability distribution
functions, more detailed analysis would be possible. Intra-
die variation requires a more sophisticated treatment. We
recall that separate thermal elements are necessary for each
region of uniform leakage coefficients. As a consequence,
the magnitudes and distance scales over which the leakage-
related process variation affects a particular process, will in-
fluence the required number of discrete thermal elements.
We intend to analyze this in more detail in the future.

5. Experimental Results

In this section, we evaluate the accuracy and efficiency of the
proposed temperature-dependent leakage estimation tech-
nique, which consists of piecewise-linear leakage model-
ing and coarse-grained thermal analysis. We characterize
the two sources of leakage estimation error introduced by
this technique: truncation error as a result of using a linear
leakage model and temperature error as a result of using a

coarse-grained thermal model. The base case for compar-
ison is conventional temperature-aware leakage estimation
using a super-linear leakage model and fine-grained ther-
mal analysis [25], where millions of thermal elements are
used. Our experiments demonstrate that for a set of FPGA,
SRAM, microprocessor, and application specific integrated
circuit (ASIC) designs, the proposed leakage modeling tech-
nique is accurate and permits great increases in efficiency.
All analysis runs used an AMD Athlon-based Linux PC with
1 GB of RAM.

5.1 Experimental Setup

We use the 65 nm predictive technology model [30] for leak-
age modeling. This model characterizes the impact of tem-
perature on device leakage. We first derive the super-linear
leakage model using HSPICE simulation. The piecewise-
linear leakage model is then derived using the method de-
scribed in Sect. 2, i.e., partitioning the temperature range
into uniform segments and using least-squared error fitting
for each segment.

We use HotSpot 3.0 [32] for both coarse-grained and
fine-grained steady-state thermal analysis. HotSpot 3.0 sup-
ports both block-based coarse-grained and grid-based fine-
grained stead-state thermal analysis. Previous work demon-
strated that the coarse-grained block-based method is fast
[33]. In contrast, fine-grained grid-based partitioning is
slower but permits more accurate thermal analysis. In this
work, coarse-grained thermal analysis uses the block-based
method, as only the average block temperature is required.
For fine-grained thermal modeling, we partition the IC ac-
tive layer into 100 × 100 elements. This resolution is nec-
essary; as decreasing resolution to 50 × 50 resulted in a
6 °C error in peak temperature for the Alpha 21264 for
the SPEC2000 gcc power trace programs. A resolution of
100 × 100 elements is also sufficient for our benchmarks.
We have used resolutions up to 1,000 × 1,000 to validate
our results and have found that increasing resolution beyond
100 × 100 has little impact on temperature estimation accu-
racy.

5.2 Leakage Power Estimation

This section gives experimental results for leakage power
estimation using piecewise-linear power modeling and
coarse-grained thermal analysis. We consider a number of
different power profiles and design styles. First of all, we
show the accuracy of the proposed approach in an FPGA
under uniformly distributed random power profiles. It rep-
resents the accuracy of the method for general cases. Sec-
ond, a quite unbalanced power profile is used to show the
accuracy of the method under pessimistic conditions. Third,
to validate the proposed method in chips with different de-
sign styles, a microprocessor is used to show its accuracy.
Table 2 shows the accuracy and speedup resulting from us-
ing the proposed leakage estimation technique on an FPGA
[34]. We used six sets of 30 random power profiles, con-
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Table 2 Leakage error for FPGA.

Tavg Ptot
DM error CPU time Speedup

(°C) (W) Avg. Max. SF DM (million ×)(%) (%) (s) (µs)

40 10 0.003 0.005 16.1 10 1.60
50 40 0.039 0.092 14.7 10 1.47
60 70 0.122 0.258 16.1 10 1.61
70 110 0.300 0.650 16.2 10 1.62
80 150 0.505 0.960 16.2 9 1.79
90 180 0.731 1.205 16.0 9 1.78

sidering both dynamic and leakage power. Six different to-
tal power consumptions (Column 2) resulting in different
average temperatures (Column 1) were considered. Power
profiles were generated by assigning uniformly-distributed
random samples ranging from [0, 1] to each cell in a 5 × 5
array overlaying the IC and then adjusting the power val-
ues to reach the target total IC power while maintaining the
ratios of power consumptions between cells.

In Sect. 4 we showed that the leakage power of an
IC with uniform leakage coefficients depends only on total
power consumption. To verify this claim, we compare the
superlinear fine-grained model (SF) with the single-element
linear derivative-based model (DM). At each total power
setting, the average estimation error for the 30 randomized
power profiles is shown in Column 3. As shown in Col-
umn 4, the maximum estimation error was never greater
than 1.2%. As shown in Columns 5–7, the speedup permit-
ted by our technique ranges from 1,470,000× to 1,790,000×.
This speedup results from a reduction in thermal model
complexity that greatly accelerates the thermal analysis por-
tion of leakage estimation.

In addition to considering modeling accuracy for uni-
form leakage coefficients in the presence of randomized
power profiles, we designed a power profile to determine
the error of the proposed technique under pathological con-
ditions. In this configuration, all of the power in the IC
is consumed by a corner block and other blocks consume
no power. The total power input is set to 117 W, lead-
ing to an extremely unbalanced thermal profile. Temper-
atures ranged from 52.85 °C to 106.85 °C. This case goes
well beyond what can be expected in practice, but serves to
establish a bound on the estimation error of the proposed
approach. Figure 9 shows the leakage estimation error as
a function of thermal modeling granularity for piecewise-
linear thermal models with various numbers of segments
and a linear model based on the derivative of the contin-
uous leakage function at the predicted temperature of the
block. Using the same one-segment linear model for all
blocks (PWL 1) results in an approximately 2% estimation
error. However, piecewise-linear models with five or more
segments, and the derivative-based model, all maintain er-
rors of less than 0.5%, as long as at least four thermal el-
ements are used. Note that the derivative based model is
not identical to a piecewise-linear model in which the num-
ber of segments approaches infinity because the piecewise-
linear model is fitted to the leakage function using a least-
squared error minimizer while the derivative based model

Fig. 9 Leakage estimation error of FPGA for worst-case power profile.

Table 3 Leakage error for alpha 21264.

Benchmark gcc equake mesa gzip art bzip2 twolf

Error (%)
PWL 5 0.52 0.71 0.53 0.42 0.34 0.45 0.65

DM 0.54 0.64 0.51 0.48 0.56 0.47 0.57
Speedup (thousand ×) 59 67 65 81 66 67 66

uses a Taylor series expansion around a single temperature.
Therefore, it is possible for the piecewise-linear model to
result in higher accuracy in some cases. From these data,
we can conclude that even when faced with extreme power
profiles, only a few thermal elements are necessary to per-
mit high leakage power estimation accuracy. In addition to
considering ICs with uniform design styles, e.g., FPGAs,
we have evaluated the proposed technique when used on the
Alpha 21264 processor, an IC that has regions with differ-
ent sets of leakage coefficients, e.g., control logic, datapath,
and memory. Power traces were generated using the Wattch
power/performance simulator [35] running SPEC2000 pro-
grams. One thermal element is used for each functional
unit in the processor. Most existing architectural power
models provide a uniform power distribution in each func-
tion unit. Recently-published measured results [36] indi-
cate that the power profile of a microprocessor in normal
operation is nearly-uniform over spatial ranges of 400 µm
which is greater than the typical length scale of an on-
chip functional unit. Table 3 shows results for five-segment
piecewise-linear (PWL 5) and derivative-based (DM) leak-
age models. Row 4 shows that reducing thermal model com-
plexity results in leakage estimation speedups ranging from
59,259× to 80,965×. As Rows 2 and 3 show, derivative-
based and piecewise-linear model leakage estimation er-
rors are less than 1% for all benchmarks, compared with
a HSPICE-based superlinear leakage model used with fine-
grained thermal analysis. This small error has two compo-
nents: truncation error resulting from the piecewise-linear
model and a slight deviation in the average temperature cal-
culation.

5.3 Thermal Model Error Breakdown

In Sect. 3, we showed the necessary and sufficient condi-
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Fig. 10 Heatsink shape’s effect on the SATP.

tions for Theorem 1 to hold under reasonable assumptions.
In this section, we first show that the conditions required for
Theorem 1 to hold with small errors are satisfied by numer-
ous real cooling configurations, e.g., plastic packages used
for low-power circuit designs and ceramic packages with
forced-air heatsink cooling solutions for high-performance
designs. Second, we illustrate that for a specific cooling so-
lution, Theorem 1 holds for several ICs with differing floor-
plans and uniformly-distributed random power profiles. Fi-
nally, we show that the average temperature of the uniform
design style region of an IC can be accurately and efficiently
estimated given either random or real power profiles for dif-
ferent ICs. We will then discuss the even power distribution
limit on the leakage power estimation accuracy, where some
extreme imbalanced power profiles in specific function units
are used to evaluate the proposed method. These properties
substantiated in this section, along with the piecewise-linear
power model, yield the proposed efficient and accurate leak-
age estimation techniques.

Different cooling configurations have various heatsink
sizes and package thermal resistances, which may have an
effect on the validation of Theorem 1. Therefore, we con-
sider these effects on the proposed method. Assume the IC
has an 4 mm2 area, and the total power consumption is 50 W.
Figure 10 compares the sum of the area-temperature prod-
ucts (SATP) between worst-case and even distributed power
profiles of an IC with different heatsink sizes. As we can
see, the SATP error is the smallest when the heatsink has
an equal size of the bulk silicon, which is predicted by The-
orem 1. Though the error increases in a range with larger
heatsink sizes, the maximum value is still below 0.07%.
Figure 11 gives out the SATP difference by changing the
thermal conductivity of the package layer material. As we
can see, the difference increases, when poor thermal con-
ductivity materials are used. However, the worst-case dif-
ference is below 0.4%. These results clearly indicate that
Theorem 1 holds with trivial deviations for different regu-
lar cooling solutions. We now use several ICs with differing
floorplans: FPGA, SRAM [37], Alpha 21264, and HP, an
ASIC benchmark from the MCNC benchmark suite [38], to
compare SATP values given different power profiles. For

Fig. 11 Thermal conductivity’s effect on the SATP.

Table 4
∑n

i=1 siTi with different power profiles.

Tavg
FPGA SRAM EV6 HP

(°C) SATP Error (‰) SATP Error (‰) SATP Error (‰) SATP Error (‰)
Avg. Max. Avg. Max. Avg. Max. Avg. Max.

40 0.016 0.019 0.013 0.018 0.002 0.003 0.202 5.407
50 0.057 0.075 0.097 0.131 0.099 0.115 0.085 1.458
60 0.099 0.113 0.189 0.247 0.180 0.204 0.139 2.116
70 0.145 0.169 0.280 0.361 0.263 0.302 0.168 2.093
80 0.178 0.217 0.337 0.472 0.338 0.389 0.177 1.788
90 0.224 0.282 0.424 0.570 0.421 0.514 0.215 1.913

each IC, SATP is calculated for 30 randomized power pro-
files, which are generated in the same way as those for Ta-
ble 2. Each IC has a different area ranging from 8 mm2 to
400 mm2. The block number in each chip ranges from 1 to
18. Therefore, total power consumption values were cho-
sen to produce each of the six reported average tempera-
tures. Table 4 shows maximum and average differences be-
tween the SATP values for the random power profiles and
the SATP value for a uniform power profile. From these re-
sults, we can conclude that the SATP error is less than 0.6%
for all four benchmark ICs. We also computed the SATP er-
ror for the unbalanced worst-case power FPGA profile used
in Fig. 9. The worst-case error is smaller than 0.015% for
all thermal model granularities. We conclude that the condi-
tions required to use Theorem 1 are well-satisfied for a wide
range of ICs.

Although we have shown that the properties required
to use Theorem 1 are well-approximated for a number of
ICs, we have yet to show the implications of this observa-
tion upon average temperature estimation for uniform de-
sign style blocks. We partitioned the IC into blocks, each
of which corresponds to a region with uniform leakage co-
efficients, and compare the average block temperatures with
those calculated by using a fine-grained thermal model. Fig-
ure 12 shows the maximum temperature estimation error as
a function of average IC temperature for the same set of
benchmarks as shown in Table 4. The error is computed on
the Kelvin scale. Figure 12 shows that the maximum tem-
perature estimation error over all power profiles is less than
1.1%. Figure 13 illustrates the average temperature errors
for the Alpha21264 processor when used with power traces
extracted from the SPEC2000 benchmarks using the Wattch
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Fig. 12 Thermal error breakdown among different types of ICs.

Fig. 13 Thermal error breakdown in alpha processor.

Fig. 14 Impact on the average temperature by difference power
distribution in a region.

[35] power simulator. The circle curve and star curve de-
scribe the maximum and average temperature error between
all the blocks. In all cases, the average block error is less
than 0.61%, which affects the leakage estimation accuracy.

In the above experiments, we assume even power dis-
tributions in all function blocks because no more informa-
tion is available in the architecture level design stage. We
developed the following case study to justify the applica-
bility of using a coarse-grained thermal model to calculate
the average temperature given a heterogeneous power con-
dition. Figure 14(a) assumes a uniform power distribution
in a region, and Figs. 14(b)–(d) show a severely heteroge-
neous power distribution (26× maximum–minimum power
ratio and over 60°C thermal gradient) in the same region.
All of these power distributions have the same total power
in the region. We first calculate the average temperature un-

Table 5 Average temperature under different power distribution with the
same total power in a region.

Region Tavg Tavg Tavg Tavg
Dist. (a) Dist. (b) Dist. (c) Dist. (d)

Region 1 322.5 322.4 322.4 323.1
Region 2 323.2 322.4 322.5 324.4
Region 3 323.2 322.4 322.5 324.4
Region 4 332.3 333.4 333.3 330.5

der the even power distribution in (a). After that, we use
fine-grained thermal analysis to calculate the average tem-
peratures under different heterogeneous power distributions.
The results are listed in Table 5.

As we can see, the average temperature of Region 4
under power distribution (d) is lower than distribution (a),
because more heat flows to other regions since a source with
high power density is near the boundary. It can also be seen
that the average temperature of Region 4 under power dis-
tributions (b) and (c) is higher than those in distribution (a),
because the source with high power density is far from the
boundary. In those cases, the vertical heat flow inside Re-
gion 4 is larger than distribution (a). As we can see, the
average temperature difference in each region is below 1%.
This shows that the total vertical heat flow in one region
does not change greatly even under several extreme power
distribution patterns. This can be explained by the low-pass
filter effect in the spatial frequency domain described in a
previous work [36]. This effect limits lateral heat flow.

It is apparent our approach has few errors even if there
is extreme variation in power density within a thermal ele-
ment. In reality, if more detailed power profiles are avail-
able, the user can partition functional units with the same
design style into even smaller regions such that each region
has a mostly-uniform power distribution. However, the user
can also use a single thermal element for the whole func-
tional unit and use the above method to verify that this par-
titioning is proper for their accuracy requirements. Based on
our experimental results, there is generally no need to use a
region smaller than a functional unit when calculating the
average temperature.

6. Conclusion

This article has presented a fast and accurate method of esti-
mating temperature-dependent IC leakage power consump-
tion during design and synthesis. The proposed technique
allows a speedup of 59,259× to 1,790,000× while main-
taining accuracy compared with a conventional temperature-
aware leakage estimation technique using a detailed thermal
model. The accuracy of the proposed technique is proven
base on two observations: (1) leakage may be accurately
modeled as a linear function of temperature over the operat-
ing temperature ranges of real functional units and (2) given
a fixed total power consumption, the average temperature of
an IC active layer is mostly independent of the power distri-
bution. Its accuracy is further validated via numerous com-
parisons with results from detailed thermal modeling and
by comparison with measurements from industry. The pro-
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posed technique can easily be used in commercial or aca-
demic synthesis and design flows in order to accelerate ac-
curate temperature-dependent leakage power consumption
estimation. Our future work will focus on investigating the
impact of process variations on the proposed technique in
nanoscale CMOS technology.
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