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An Energy Efficient Sensor Network Processor with Latency-Aware
Adaptive Compression∗

Yongpan LIU†a), Member, Shuangchen LI†, Jue WANG†, Beihua YING†, and Huazhong YANG†, Nonmembers

SUMMARY This paper proposed a novel platform for sensor nodes to
resolve the energy and latency challenges. It consists of a processor, an
adaptive compressing module and several compression accelerators. We
completed the proposed chip in a 0.18 µm HJTC CMOS technology. Com-
pared to the software-based solution, the hardware-assisted compression re-
duces over 98% energy and 212% latency. Besides, we balanced the energy
and latency metric using an adaptive module. According to the scheduling
algorithm, the module tunes the state of the compression accelerator, as
well as the sampling frequency of the online sensor. For example, given
a 9 µs constraint for a 1-byte operation, it reduces 34% latency while the
energy overheads are less than 5%.
key words: wireless sensor network, compression accelerator, energy effi-
cient, latency aware, adaptive compression

1. Introduction

Wireless Sensor Networks (WSNs) provide a convenient
way to collect the distributed information. They help hu-
mans to know the physical world better. Sensor networks
contain many nodes powered by the small-size batteries.
They have strict limits on the volume and the cost of the
nodes. Thus, the power consumption should be minimized
to satisfy the yearlong lifetime need.

Previous results [2] showed the energy to wireless
transfer 1-bit data is about several magnitudes larger than
that of a 32-bit calculation. And the nearby readings of sen-
sors are likely correlated. Therefore, we can compress the
original data before the transmission, which significantly re-
duces the wireless transferred data. Various compressing
techniques have been used in structural health recording [3],
body sensor network [4], video surveillance [5] and envi-
ronmental monitoring [6].

In real deployments, low-performance processors (i.e.
ATmel128, MSP430, etc.) are used on a low cost platform,
such as MicaZ, TelosB. Those processors are good at con-
trol but inefficient at compression. In [7], the processor con-
sumed over 64% power to run a simple application. Thus,
the hardware-assisted compression is promising to reduce
the energy and put the processor into sleep.

Besides, the compression technique depends on input,
hardware and accuracy. Researchers had been aware of
energy and latency overheads of the compression. Refer-
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ences [2], [8] pointed out that we should be carefully to use
a complex compressing algorithm to save energy. Ying et
al. [9] showed the software-based compression is not always
energy efficient in a sensor node. They set up an arbitration
system to avoid unnecessary compressions for energy sav-
ings.

Recently, the real-time applications put various needs
on the latency of WSNs. They include target tracking, track
recording, structural health diagnosis, etc. Li et al. [10] stud-
ied the present real-time solutions for WSNs. They consist
of MAC and routing protocols, data processing strategies
and cross-layer designs. In the detecting applications [11],
[12], the latency above a threshold can lead to an eventual
failure. Therefore, the latency metric becomes mandatory in
the real-time WSNs. To our best knowledge, none of existed
work had explored the latency savings using the hardware-
assisted compression.

The contributions of this article are listed as below. We
proposed an energy efficient architecture for sensor nodes. It
includes a processor, an adaptive module, a power-efficient
interconnection and several compression accelerators (CA).
We provided a thorough analysis on the hardware aided
compression under energy and latency metrics. Further-
more, we completed the proposed architecture in real sili-
con. Compared with the pure software approach, measured
results showed over 98% energy and 212% latency savings.

In addition, we proposed an adaptive framework for the
chip. Compared to the static system with a high false ratio,
the users can smoothly adjust the tradeoff between latency
and energy. Given a 9 µs constraint for a 1-byte data op-
eration, the framework can reduce 34% latency, while the
energy overheads are less than 5%.

We organize the rest of this paper as follows. Section 2
explains the motivation and related work in this area. In
Sect. 3, we describe the node architecture, the online com-
pression arbitration, and the scheduling algorithm. Section 4
describes the overall architecture, the CA unit and the online
sensor. We present the results of the chip and the compres-
sion arbitration in Sect. 5. Finally, Sect. 6 concludes the pa-
per and gives out the future work.

2. Related Work

There are already some works on the hardware aided com-
pression. Reference [13] proposed a hardwired compression
unit, which reduced the traffic in the cache-to-memory path.
However, they verified the design by the architecture-level
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simulation. Kim et al. [4] designed a processor for the body
sensor network. It contains a coprocessor for the biologi-
cal compression, but a new compiler is needed. Hempstead
et al. [14] presented an accelerator-based processor. They
validated the accelerator is power efficient for the network
operations. Recently, Seok et al. [15] realized a Huffman en-
coder for the data compression in Phoenix processor. How-
ever, no one has discussed the adaptive compression. This
paper proposed an architecture to support this feature.

The architecture also needs a low power interconnec-
tion. There are plenty of bus specifications, such as AMBA
[16], Avalon [17], Wishbone [18], GALS [19], etc. How-
ever, they are too complex for the WSN applications. The
communicating protocol should be both simple and power
efficient. Therefore, we proposed a scalable interconnection
for the multiple CAs.

Plenty of compressing algorithms have been used in
WSNs to save energy. Mainwaring et al. [6] set up a habi-
tat monitoring WSN for seabirds. They investigated Delta,
Huffman coding and Lempel-Ziv algorithms. Chiasserini et
al. [5] realized a low-cost JPEG algorithm for video surveil-
lance. They concluded the complex algorithms will not
save energy in WSNs. Structural recording [3] explored the
wavelet-based compression to overcome the narrow band-
width imposed by the low-power wireless radios. However,
the Mica2 platform only realized the run-length encoding.

All of above realized compression algorithms in soft-
ware. Phoenix processor contained a hardware aided com-
pression module. However, a thorough analysis on the adap-
tive CA is unavailable. Furthermore, the compression al-
gorithms are sensitive to input and platform. They greatly
impact the balance between compression and transmission.
Our adaptive arbitration can overcome those challenges and
suitable for other hardware aided compression chips.

3. Chip Architecture

This section first discusses the diagram of the sensor node.
Furthermore, we illustrate the low-power chip architecture
and the communication protocols. Finally, we show the
compression arbitration and the scheduling algorithm.

3.1 System Diagram

In Fig. 1, the processor compresses the readings and sends
them via the transceiver in the traditional flow (black ar-
row line). The proposed architecture provides an energy-
efficient CA (dotted line with arrow). The hardware aided
compression consumes magnitudes less power but with rea-
sonable silicon overheads.

3.2 Chip Structure

Figure 2 shows the details of the MCU and CA blocks in
Fig. 1. The architecture consists of a general-purpose pro-
cessor, controllers, CAs and a memory module. The pro-
cessor is connected to the I2C, S PI and UART controllers

Fig. 1 Illustration of WSN compression.

Fig. 2 Proposed architecture of a sensor node.

by the SoC bus. And the processor can configure each com-
pression accelerator through the CA bus. The data transfer
between processor and CA is using SRAM, coordinated by
the Arbiter. Each CA has an online sensor for the compres-
sion ratio (CR). It provides the real-time CR to the proces-
sor. Based on the CR, the scheduling algorithm realizes the
adaptive compression.

The proposed architecture supports different CAs to
process the varying data. The processor will turn on one
CA, after it turns off others to eliminate static power. Once
the processor finished the configuration, it carries out a task
or goes into sleep.

Both the processor and the CAs can access the SRAM
to avoid the frequent data transfers. The processor can select
the CA unit and signal it by giving the target SRAM address
to the register. The CA unit will update the status register
when it finished the compression.

3.3 Communication Protocol

In WSNs, the proposed architecture need support different
CAs to compress various data in parallel. This paragraph
explains the protocol of the CA bus. It supports a tunable
number of the CAs. Figure 3 shows the communication pro-
cess, and we describe the protocol as below.

1. The processor decides the CA identification and indi-
cates it through the signal Sel. The CA number deter-
mines the width of Sel.

2. The processor provides identification, address, and
other parameters to the arbiter before compression.

3. The processor sets the Ctrl line and signals the CA to
work.
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Fig. 3 Protocol of CA bus.

4. The CA unit sets the State line and compresses the tar-
get data in the SRAM. Simultaneously, the processor
can execute other tasks or go into sleep.

5. The CA unit pulls down the State line to tell the end of
the compression. The CA bus returns to the idle state.

The arbiter coordinates the data operations based on the
protocol. In the read mode, it generates the target address
and fetches the data from the SRAM. In the write mode, it
transfers data to SRAM from the processor or the CAs. The
arbiter chooses the address signal from the processor in the
normal mode. It selects the address from the CAs in the
compression mode.

3.4 Adaptive Compression Diagram

Adaptive compression need balance the computing over-
heads and the transmission savings. We first provide the
equations to compute the energy consumption in the direct
and indirect transmission mode as the followings:

Euncomp = PRF ∗ TRF ∗ L (1)

EMCUcomp = (PMCU ∗ TMCU + PRF ∗ TRF ∗CR) ∗ L (2)

ECAcomp = (PCA ∗ TCA + PRF ∗ TRF ∗CR) ∗ L (3)

• where Euncomp, EMCUcomp and EC Acomp separately de-
notes the energy consumption under the direct trans-
mission mode, the MCU compressed and transmission
mode and the CA compressed and transmission mode,
• PRF , PMCU and PCA are the power consumption of the

RF transceiver, the processor and the CA,
• TRF , TMCU and TCA are the wireless transferring time,

the compressing time of the processor and the CA per
byte data,
• L is the original data size, and
• CR is the compression ratio defined as the compressed

data size over the original data size.

In the latency-sensitive applications, we can reduce the
latency by compression. The CR determines the extent of
the reduction. The following equations show the latency in
the direct and indirect transmission mode:

LAuncomp = L ∗ TRF (4)

LAMCUcomp = (TMCU + TRF ∗CR) ∗ L (5)

LACAcomp = (TCA + TRF ∗CR) ∗ L (6)

where LAuncomp, LAMCUcomp and LACAcomp is the latency of

Fig. 4 Adaptive compression flow.

transmitting directly and transmitting after the processor or
CA compression.

Figure 4 shows the adaptive compressing mechanism.
The off-line prediction models are built based on the power,
code and data models. Their parameters are extracted from
the real measurements. Equations (1)–(3) define the power
models. The data model denotes the trend of the CR varia-
tions along the time. The code model adopts the instruction-
level model. The total instruction number of the code is
extracted after compiling. The execution time of the code
is obtained by accumulating the cycle number of each in-
struction. The online sensor provides the real-time CR to
the comparison and arbitration module. The module tunes
the sampling rate of the sensor, as well as the enable sig-
nal of the compressing module. The scheduling algorithm
in Sect. 3.5 ensures the convergence of the sampling adjust-
ment.

3.5 Scheduling Algorithm

In the adaptive compression, we compare the real-time CR
with the reference CR0. As Sect. 4.2 shown, an online sen-
sor updates the CR periodically. The optimizing objective
determines the reference CR0. We give out the definition of
the CR0 under three cases: minimal energy, minimal latency
and latency-constrained minimal energy.
1. Minimal Energy According to Eqs. (1) and (3), the ref-
erence compression ratio CRE is expressed as below, when
the energy consumption of the computation equals to that of
the communication.

CRE =

{
1 − (PMCU ∗ TMCU)/(PRF ∗ TRF) if MCU
1 − (PCA ∗ TCA)/(PRF ∗ TRF) if CA

(7)

When CR < CRE , the system can reduce the energy con-
sumption. Thus, the CR0 equals to the CRE .
2. Minimal Latency According to Eqs. (4) and (6), the bal-
anced compression ratio CRL can be expressed as below,
when the latency of the transmission equals to that of the
computation.

CRL =

{
1 − TMCU/TRF if MCU
1 − TCA/TRF if CA

(8)
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Algorithm 1 Adaptive Compression Tuning Algorithm
Input: CR, PreS tate, CurInter
Output: NextState, NextInter
1: PreState = FALSE,CurInter = RMax, Step = S0
2: if (Next Arbitration Request Ready) then
3: if (CR > CR0) & (PreState = TRUE)||(CR < CR0) & (PreState =

FALSE) then
4: if CurInter == RMin then
5: NextState = NOT(PreState)
6: else
7: NextInter− = Step
8: NextState = PreState
9: end if

10: else
11: if (CurInter + Step) � RMax then
12: NextInter+ = Step
13: end if
14: NextState = PreState
15: end if
16: end if

When CR < CRL, we reduce the transferring latency. Thus,
the CR0 equals to the CRL.
3. Latency-Constrained Minimal Energy In this case, we
need minimize the energy consumption under a specific con-
straint of the latency. The corresponding reference CR0 can
be expressed by the following equation:

CRLA =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

(max( LA
L , TRF) − TMCU)/TRF

if CRE > CRL MCU

(max( LA
L , TRF) − TCA)/TRF

if CRE > CRL CA

(9)

CR0 = min(CRE ,CRLA) (10)

where LA denotes the specific latency. Next, we design a
scheduling algorithm to tune the operating state of the com-
pression module, as well as the sampling rate of the sensor.

The inputs are the real-time CR, the previous com-
pression status PreS tate and the current sampling inter-
val CurInter. The outputs are the next compression sta-
tus NextS tate and the next sampling interval NextInter.
In the initialization stage, the compression status is set as
False. The current sampling interval equals to the max-
imal value RMax and the tuning step S tep equals to S 0.
When the arbitration request is ready, the conditions in line
3 are tested. If unnecessary compression or potential energy
or latency savings are detected, line 4–9 decrease the sam-
pling interval. When the sampling interval reaches the min-
imal value RMin, we assign the inverse value of PreS tate to
NextS tate. Otherwise, the arbitration module increases the
sampling interval until the maximal value RMax is reached.

4. Chip Implementation

This section demonstrates the implementation of the pro-
posed architecture for a specific application. We describe
the architecture in Sect. 4.1. Section 4.2 explains the se-
lected compression algorithm, the CA and the online sensor.

Fig. 5 The SoC architecture of the proposed chip.

4.1 Node Processor

To demonstrate the efficiency of the architecture, we imple-
mented a sensor network processor containing a general pro-
cessor, one CA unit and several interface controllers. Fig-
ure 5 shows the diagram of the platform, whose components
are illustrated as the followings:

1. Processor: we adopted a MC8051-compatible proces-
sor using the Keil C compiler.

2. S PI controller: it connects the Wishbone bus to the ex-
ternal transceiver. Most of available transceivers, such
as CC2420, ZL70250, etc., support the SPI interface.

3. I2C controller: it connects the Wishbone bus to the sen-
sor to acquire the sampling data.

4. UART controller: it connects the Wishbone bus to a
PC to show the debugging information.

5. CA unit: it executes the hardware aided compression
in Sect. 4.2.

6. Wishbone bus: it connects the processor to the interface
controllers.

Although one CA unit is implemented in this chip, the major
difference between a single CA chip and a multiple CA chip
is the setting of the signal Sel before the compression.

4.2 Compression Accelerator

Due to its advantages to balance the power distribution, we
choose a distributed compressing algorithm for the sensor
node. Among the existed algorithms, such as LTC [20],
MCS [21], TREG [22], DPCM [23], they are either too com-
plex for the hardware implementation or need impractical
pre-knowledge of the total network. Therefore, we choose
the distributed wavelet compression [24] with a light work-
load as the candidate†. The selected algorithm can process
spatially and temporally distributed data. It corresponds to

†It should be noted the SoC architecture is not limited to the
wavelet-based compression. It also supports other compression al-
gorithms in other scenarios.
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Fig. 6 Architecture of the compression accelerator.

the data from several nodes or from a single node in differ-
ent time slots. The algorithm consists of two steps as the
followings:
1. Wavelet Transformation
In the distributed wavelet compression, the sensor nodes are
split into odd and even subsets. Each node calculates high-
pass and low-pass coefficients through the wavelet transfor-
mation. The biorthogonal wavelets are used based on the
lifting scheme. The formulas to compute the 5/3 wavelet
coefficients are shown:

d(2n + 1) = D(2n + 1) − 1
2

[D(2n) + D(2n + 2)] (11)

s(2n) = D(2n) +
1
4

[d(2n − 1) + d(2n + 1)] (12)

where d(n) and s(n) denotes high-pass and low-pass coeffi-
cients of the node n; D(n) represents the original readings
from the node n. Partial coefficients are used to guarantee
all sensor nodes to communicate in one direction [24]. If
a 2-level wavelet compression is adopted, we further split
the even sensor nodes into odd and even subsets and do the
wavelet transformation to the low-pass coefficients from the
1-level transformation.
2. High-pass Coefficients Encoding
We encode low-pass and high-pass coefficients from the
wavelet transformation. The high-pass coefficients are quite
small due to the strong correlation among the nodes. We can
use fewer bits to represent them and the run length encoding
(RLE) is adopted.

Figure 6 shows the architecture of the CA. It consists
of two units: a hardwired controller and a specific datap-
ath. The hardwired controller is a state machine, including
a counter and a combinational circuit. The specific datap-
ath contains two registers, several multiplexors and specific
arithmetic logical units (ALU) for the wavelet compression.
The ALUs realize the special operations of the wavelet com-
pression, such as the comparison operation during the en-
coding stage. The signal Clk is the system clock. According
to the protocol, the signal Ctrl gets the control command
from the processor, and the signal State indicates the com-
pletion of the CA. The signals Adr, Do, Di are used to com-

Fig. 7 Architecture of online sensor.

municate with the arbiter. The signal Adr transfers the ad-
dress between the accelerator and the RAM. The signals Do
and Di read and write data between the accelerator and the
RAM.

In order to detect the CR, we can calculate the CR from
the processor or the dedicate sensor. In this implementation,
we use the processor to compute the CR and send it to the
scheduling algorithm. However, a dedicated sensor will be
integrated in the future design. We show the diagram of
a dedicated sensor in Fig. 7. The sensor counters the byte
number of the compressed data and outputs the CR to the
processor.

5. Experimental Results

This section first illustrates the experimental configuration.
Furthermore, the hardware-assisted compression is com-
pared with the software compression. Finally, the adaptive
compression is demonstrated.

5.1 Experimental Setup

We realized the proposed chip for sensor applications by
the 1-poly 6-metal HJTC 0.18 µm CMOS technology. Fig-
ure 8 shows the dimensions of the overall chip are 1.5 mm
× 3 mm. The volume of the code memory, the internal data
memory and the external data memory are 32 K, 256 and
8 K byte. The CA contributes to 5.2% of the total core area.
We developed a prototype board in Fig. 9 to test the chip.
The chip operates at a supply voltage of 1.8 V and a clock
frequency of 10 MHz. The program is stored in the external
EEPROM. The power consumption of the chip is measured
by a data acquisition device (DAQ) from National Instru-
ments. The DAQ is attached to the USB port of a notebook
running LabView. The inputs to the CA use the real data
from the moored ocean buoys project [25], including tem-
perature, humidity, etc.

5.2 Hardware vs. Software Compression

We measured the power consumption of the CA under dif-
ferent inputs. The average value is 0.98 mW, whereas the
average power consumption for the processor to execute the
same compression is 2.61 mW. It indicates that the CA can
save over 62% power consumption compared with the soft-
ware solution. Figures 10 and 11 shows the measured re-
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Fig. 8 (a) Chip layout (b) Chip die photo.

Fig. 9 (a) Chip Test environment (b) Chip demonstration board.

Fig. 10 Comparison of execution time.

Fig. 11 Comparison of energy consumption.

sults of time and energy to compress 1-byte data of differ-
ent types. It demonstrates that the CA reduces 96% execu-
tion time and 98% energy consumption compared with the
processor-based approach. Though the execution time and
the energy consumption may vary under different inputs, the
maximal fluctuation range is less than 3%. It implies that the
proposed CA can effectively reduce both latency and energy
for those real data sets.

We show the energy savings of a sensor node, con-
taining the fabricated chip and a wireless transceiver. As
the CR may affect the energy consumption, the CR is set
to the average measured value 50%. The adaptive exper-
iments will provide the real-time energy consumption un-
der various CRs. Table 1 shows the energy consumption
of the sensor node to receive or transmit 1-byte data with-

Table 1 Energy of a sensor node to process 1 byte data.

OP. Mode CC2420 TR1000 ZL70250
Ene. Sav. Ene. Sav. Ene. Sav.
(nJ) (%) (nJ) (%) (nJ) (%)

W.O. Comp. 2100 0 1250 0 206 0
W. MCU Comp. 1450 31 1025 18 503 −144
W. CA Comp. 1081 49 631 50 109 47

Table 2 Latency of a sensor node to process 1 byte data.

OP. Mode CC2420 TR1000 ZL70250
Lat. Sav. Lat. Sav. Lat. Sav.
(µs) (%) (µs) (%) (µs) (%)

W.O. Comp. 32 0 69 0 43 0
W. MCU Comp. 168 −425 187 −171 174 −305
W. CA Comp. 22 31 41 41 28 35

out or with the compression. The energy consumption using
different transceivers is also given. We define the baseline
as the energy consumption without the compression in the
second line. The energy consumption with the MCU-based
and the CA-based compression is denoted in the third and
fourth lines. The MCU-based compression can save en-
ergy by 31% with the transceivers, such as CC2420 and
TR1000. However, it failed in the node with a ultra low-
power transceiver(ZL70250). It transfers data more energy
efficient than the compressed and send operation. But the
CA-based compression can always save energy with differ-
ent wireless transceivers. The maximal savings are close to
50%.

We compare the latency savings of a sensor node under
different operation modes in Table 2. It lists the latency to
send 1-byte data without compression, with the MCU-based
and the CA-based compression in line 2–4. It is surprising
that the MCU-based compression increases the latency in
all cases, though it reduces the energy consumption. The
maximal overhead approaches to 425%. The long comput-
ing latency by the low-performance processor leads to such
results. However, the CA-based compression reduces 41%
latency. Therefore, the CA-based compression significantly
reduces both energy and latency.

5.3 Adaptive Compression

Figure 12 shows the energy to process and transmit 1-byte
data under different static CRs. The MCU-based compres-
sion does not save the energy when the CR is bigger than
the threshold CRE . The adaptive compression recognizes
this threshold and avoid unnecessary operations. Compared
with the always compressing solution, the adaptive MCU-
based compression brings up to 19% or 191% energy sav-
ings with CC2420 or ZL70250. The CA-based compres-
sion is energy-efficient in a large range. The typical CRE

is larger than 97%, which means the system tends to al-
ways compress unless CR > CRE . The energy savings
are 0.3%(CC2420) and 3%(ZL70250). Therefore, the adap-
tive compression leads to more energy savings when a more
energy-efficient transceiver is used.
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Fig. 12 Energy optimal adaptive compression.

Fig. 13 Latency optimal adaptive compression.

Figure 13 shows the latency to process and transmit 1-
byte data under different static CRs. The MCU-based com-
pression fails in all cases. However, the adaptive compres-
sion can avoid the penalties when the latency is more critical
than the energy. Compared with the always compressing so-
lution, the latency savings of the adaptive compression is up
to 471%(CC2420) and 350%(ZL70250). On the the hand,
the CA-based compression brings the latency savings when
CR < CRL. What’s more, the CA-based adaptive compres-
sion can bring up to 19%(CC2420) and 14%(ZL70250) la-
tency savings over the always compressing solution. It in-
dicates that the adaptive compression leads to more latency
savings with a high data rate transceiver.

Figures 12 and 13 show that the optimal latency so-
lution is inconsistent with the optimal energy one. For ex-

Table 3 Parameters in the dynamic CR experiments.

Variable Value Variable Value Variable Value
Time 1 (s) L 250 (KB) Earb 0.1 (nJ/B)
Rmin 3 (ms) Rmax 7 (ms) Step 1 (ms)
ERF 151.8 (nJ) TRF 4 (µs) Tarb 0 (µs)

Fig. 14 Latency constrained energy optimal adaptive compression under
dynamic CRs.

ample, the MCU-based compression with CC2420 can save
energy but increase the latency. Therefore, the latency-
constrained energy optimal problem is relevant. We evaluate
the latency-constrained energy optimal compression under
several dynamic CR cases. We adopt a 2 Mbps nRF2401L
transceiver with its parameters in datasheet. We denote the
energy and the time overheads of the arbitration as Earb and
Tarb. The arbitration mainly consists of data sampling and
comparing. The data sampling is finished by the online sen-
sor, which can be executed in parallel. The comparing oper-
ation is a time-efficient operation. Divided by the sampling
frequency, Earb equals to 0.1 nJ/Byte, while Tarb is trivial.
The experimental parameters are listed in Table 3.

Figure 14 demonstrates the dynamic CR and sampling
interval curves. Setting the latency constraint as 8 µs, the
corresponding CR0 is calculated by Eq. (9). The proposed
adaptive algorithm quickly follows the vibrating CR curve.
Once the CR is larger(smaller) than CR0 for a constant time,
the sampling interval increases to the maximal value Rmax

to reduce the overheads of the arbitration. We also calculate
the energy and the latency values under different constraints
(7-11 µs) in Table 4. We denote the direct transmission as
W.O. Comp. The CA-based constant compression is rep-
resented as W. CA. The adaptive CA-based compression is
denoted as W. CA Arbitration. Table 4 shows that the adap-
tive compression provides a smooth tradeoff. For example,
we reduce 34% latency while the energy overheads are less
than 5%. It is clear that the jointly consideration of latency
and energy in real applications is important.

6. Conclusion

This paper proposed a novel architecture of a sensor node,
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Table 4 Latency and energy comparison of a sensor node under different
configurations.

Item W.O. W. W. CA Arbitration/Lat. Const.(µs)
Name Comp CA 7 8 9 11

Total Val.(mJ) 38 26.1 36.2 30.8 27.4 26.1
Energy Sav.(%) −46 0 −39 −18 −5 −0.3
Total Val.(s) 1 2.2 1.1 1.3 1.5 2.1

Latency Sav.(%) 54 0 52 41 34 5
Energy/Byte (nJ) 152 104 145 123 109 105
Latency/Byte (µs) 4 8.8 4.2 5.1 5.8 8.3

including a general-purpose processor, an adaptive com-
pressing module and a tunable number of the CAs. We fab-
ricated the sensor node by a 1-poly 6-metal 0.18µm HJTC
CMOS technology to verify its effectiveness. A distributed
wavelet compressing CA is implemented. The chip oper-
ates at a supply voltage of the 1.8 V and a clock frequency
of 10 MHz. Measured results show that the hardware aided
compression reduces 62% power and 98% energy consump-
tion compared with the software solution. Furthermore, it
achieves up to 41% latency savings compared with over
171% latency increases from the processor-based solution.
Finally, it is relevant to jointly consider both latency and
energy with compression. The adaptive compressing frame-
work can achieve a proper tradeoff. Our future work focuses
on the implementation of the arbitration module with multi-
CAs and the comparison study on different compression al-
gorithms.
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