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Abstract—The sparse matrix solver by LU factorization is a serious bottleneck in Simulation Program with Integrated Circuit Emphasis

(SPICE)-based circuit simulators. The state-of-the-art Graphics Processing Units (GPU) have numerous cores sharing the same

memory, provide attractive memory bandwidth and compute capability, and support massive thread-level parallelism, so GPUs can

potentially accelerate the sparse solver in circuit simulators. In this paper, an efficient GPU-based sparse solver for circuit problems is

proposed. We develop a hybrid parallel LU factorization approach combining task-level and data-level parallelism on GPUs. Work

partitioning, number of active thread groups, and memory access patterns are optimized based on the GPU architecture. Experiments

show that the proposed LU factorization approach on NVIDIA GTX580 attains an average speedup of 7.02� (geometric mean)

compared with sequential PARDISO, and 1.55� compared with 16-threaded PARDISO. We also investigate bottlenecks of the

proposed approach by a parametric performance model. The performance of the sparse LU factorization on GPUs is constrained by

the global memory bandwidth, so the performance can be further improved by future GPUs with larger memory bandwidth.

Index Terms—Graphics processing unit, parallel sparse LU factorization, circuit simulation, performance model
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1 INTRODUCTION

THE Simulation Program with Integrated Circuit Empha-
sis (SPICE) [1] is the most widely used circuit simula-

tion kernel for transistor-level simulation in IC design and
verification. In recent years, the rapid development of very
large scale integrations (VLSI) presents great challenges to
the performance of SPICE-based simulators. In modern
VLSIs, circuit matrices after post-layout extraction can eas-
ily reach a dimension of several million. Traditional SPICE-
based simulators may take days or even weeks to perform
transient simulations. There are two bottlenecks in a
SPICE-based simulator: the sparse matrix solver by LU
factorization and model evaluation. The two steps are
repeated for thousands of rounds in a transient simulation,
as shown in Fig. 1.

Parallelization of model evaluation is straightforward,
but the sparse solver is difficult to parallelize because of the
strong data dependence during LU factorization, the irregu-
lar structure of circuit matrices, and the low computation-
to-memory ratio in sparse LU factorization. To accelerate
the sparse solver in SPICE-based simulators, some parallel
software solvers, such as ShyLU [2] and NICSLU [3], [4],
[5], are developed. They have been proved efficient for cir-
cuit matrices on multicore CPUs.

In the last decade, state-of-the-art Graphics Processing
Units (GPU) have been proved useful in many scientific
computing fields. GPUs have hundreds of cores, large regis-
ter files, and high memory bandwidth, etc. Collectively,
these computing and memory resources provide a massive
thread-level parallelism. Thus, GPUs potentially provide a
better solution than multicore CPUs to accelerate SPICE-
based circuit simulators. There have been some studies on
GPU-based model evaluation [6], [7], [8]. Although some
direct sparse solvers which are based on multifrontal [9] or
supernodal algorithms have been developed on GPUs [10],
[11], [12], [13], [14], [15], currently there is no work on GPU-
based direct solver targeted at circuit matrices. Circuit
matrices are quite different from matrices from other appli-
cations. Circuit matrices are highly asymmetric and sparse,
so multifrontal and supernodal solvers are proved to per-
form poorly [16]. Therefore, there raises a natural question
whether solvers targeted at circuit matrices can be acceler-
ated by GPUs, and how we can map a sparse solver from
multicore architectures to manycore architectures. In this
paper we develop a parallel sparse solver on GPUs and
experiments prove that it is efficient for circuit problems.
This paper is extended from our conference paper [17]. This
paper presents more results and develops a performance
model compared with [17]. We make the following contri-
butions in this paper.

� A GPU-based sparse solver for circuit problems is
developed, which is based on parallel LU numeric
factorization without pivoting. Different from the
existing GPU-based direct solvers, our GPU solver
does not use dense kernels. This feature makes our
solver be suitable for circuit matrices. More parallel-
ism is explored for the manycore architecture
of GPUs. Task-level parallelism is proposed in
CPU-version NICSLU [3], [4], [5], to perform an
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inter-vector parallel algorithm, which is not suffi-
cient for the thousands of threads running concur-
rently on a GPU, so intra-vector parallelism is also
exposed on GPUs. Therefore, the GPU implementa-
tion is a hybrid approach combining both task-level
and data-level parallelism. The implementation is
optimized based on the GPU architecture.

� We present a parametric performance model to ana-
lyze the bottlenecks of the proposed GPU-based LU
factorization. We investigate the relation between
the achieved GPU performance and the GPU param-
eters using the proposed model. Experimental
results indicate that the performance of the proposed
sparse LU factorization on GPUs is constrained by
the global memory bandwidth of GPUs. The perfor-
mance model is universal and can also be used for
other GPU applications.

The rest of the paper is organized as follows. Section 2
shows some related work. Some backgrounds are intro-
duced in Section 3. Section 4 presents the proposed GPU-
based sparse LU factorization approach and optimization
strategies in detail. We show the experimental results
and analysis in Section 5. A parametric performance
model is developed in Section 6. Finally Section 7 con-
cludes the paper.

2 RELATED WORK

There are many LU factorization-based sparse solvers
developed on CPUs. SuperLU [18] incorporates superno-
des in the Gilbert-Peierls (G-P) left-looking algorithm
[19], and the Basic Linear Algebra Subroutines (BLAS)
[20] library is used to compute dense subblocks in
supernodes to enhance the compute capability. Another
solver PARDISO [21] also utilizes supernodes. However,
it is hard to form large supernodes in highly sparse
matrices such as circuit matrices. Hence KLU [16] which
is specially targeted at circuit matrices, directly adopts
the G-P left-looking algorithm without supernodes. KLU
is generally faster than BLAS-based sequential solvers for
circuit matrices [16]. SuperLU and PARDISO have paral-
lel packages, but KLU doesn’t. NICSLU is a parallel

version of the G-P left-looking algorithm, and it works
efficiently for circuit matrices on multicore machines [3],
[4], [5].

GPU-based dense LU factorization has been studied in
[25], [26], [27], [28], which all belong to the MAGMA project
[29]. The performance of these approaches is very promis-
ing, up to 80 percent of the GPU’s theoretic peak perfor-
mance [26]. NVIDIA has developed Compute Unified
Device Architecture (CUDA)-based BLAS library for accel-
erating dense linear algebra computing [30].

In recent years, some researches have developed
sparse direct solvers on GPUs [10], [11], [12], [13], [14],
[15]. PARDISO is mapped onto NVIDIA GPUs using sin-
gle-precision floating-point kernels [10]. It uses the
CUBLAS kernels to compute dense subblocks on GPUs.
Other approaches [11], [12], [13], [14], [15] are all based
on the multifrontal algorithm [9], and they all use dense
kernels to compute dense subblocks during sparse LU
factorization. We summarize these GPU-based direct
solvers in Table 1. CHOLMOD [31], which is a Cholesky
factorization-based direct solver, now can be accelerated
by CUDA BLAS too. These GPU solvers all involve off-
loading the time-consuming dense kernels to GPUs in
order to improve the overall performance, so they are
suitable for matrices which are denser than circuit matri-
ces but may not be suitable for highly sparse matrices. To
our knowledge, currently there is no published work on
GPU-based direct solver for circuit matrices without
using BLAS.

3 BACKGROUNDS

This section briefly introduces some backgrounds about the
left-looking algorithm, the two-mode scheduling algorithm
in NICSLU, the NVIDIA GPU architecture, and the CUDA
runtime model.

3.1 Left-Looking Algorithm

The pseudo code of the sparse left-looking algorithm [19]
(without pivoting) is shown in Algorithm 1. This algo-
rithm factorizes a matrix by processing columns in
sequence. When factorizing column i, some columns on
the left side will be used to update column i (i.e., data
dependence). The dependence is determined by the struc-
ture of U . The columns that column i depends on are
fj : Uðj; iÞ 6¼ 0; j < ig. The left-looking algorithm is well
suited for cache-based and shared-memory machines

Fig. 1. Flow of SPICE-based transient simulation.

TABLE 1
Summary of Existing GPU-Based Direct Sparse Solvers
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because it writes less data to main memory, compared
with the right-looking algorithm.

3.2 Two-Mode Scheduling in NICSLU

Based on the dependence analysis in the previous section,
the dependence between columns are described by a direct
acyclic graph (DAG) [4], as shown in Fig. 2. The DAG is fur-
ther partitioned into different levels. A two-mode schedul-
ing algorithm combining cluster mode and pipeline mode is
proposed in NICSLU [3], [4], [5] to perform a parallel LU
factorization algorithm. Cluster mode is used for levels that
have many columns. These levels are processed in sequence
but columns in one level are processed in parallel. For each
level, columns are evenly assigned to work threads. Pipeline
mode is used for the rest of levels that have fewer columns
in each level. These levels with dependence are computed
concurrently by a pipeline-like algorithm. The proposed
GPU-based sparse LU factorization approach is based on
the two-mode scheduling algorithm. The details of the two
modes can be found in [4].

3.3 GPU Architecture and CUDA Runtime Model

A rough diagram of the NVIDIA GPU architecture [32] is
shown in Fig. 3. A GPU consists of some streaming multi-
processors (SM), and each SM is composed of many stream-
ing processors (SP), L1 cache, shared memory, and some
special functional units. In NVIDIA Fermi architecture,

each SM has 32 SPs; in the latest Kepler architecture, each
SM has 192 SPs. The off-chip memory is called global mem-
ory, which has much longer access latency than on-chip
storages.

NVIDIA GPUs execute programs in a single-instruction-
multiple-thread (SIMT) manner. SMs execute threads in
groups of 32 concurrent threads called a warp. Several
warps are grouped into a thread block. One thread block is
executed on one SM, and one SM can hold several concur-
rent thread blocks. Data can be easily shared within a thread
block through the on-chip shared memory.

4 SPARSE LU FACTORIZATION ON GPUS

In this section, we present the GPU-based sparse LU factori-
zation approach and the optimization strategies in detail.
First, an overall framework is presented, and then optimiza-
tion strategies are discussed.

4.1 Overall Framework

The three shaded rectangles in Fig. 1 are called a sparse
solver. Fig. 4 shows the overall framework of the proposed
GPU-based sparse solver. Actually it is a CPU-GPU hybrid
solver, in which the most time-consuming numeric LU fac-
torization is implemented on the GPU, the host CPU per-
forms the scheduling for the GPU and executes the other
steps. The proposed solver focuses on GPU-based numeric
factorization to accelerate circuit simulation.

The pre-processing step performs row/column reorder-
ing to reduce fill-ins. The HSL_MC64 algorithm [33], [34] is
also performed in pre-processing to pre-scale the matrix to
enhance the numeric stability. During the iterations of cir-
cuit simulation, the structure of the circuit matrix is fixed,
so only the first factorization is performed with pivoting,
subsequent factorizations will use the fixed pivoting order
and fixed structure of the LU factors obtained by the first
factorization [16]. In circuit simulation, although values of
matrix elements change during iterations, they cannot
change much according to the physics of circuits, so this
approach can ensure the numeric stability of subsequent
factorizations. This flow was claimed to be effective in digi-
tal circuit simulation [35]. A subsequent factorization with-
out pivoting is also called a re-factorization. Pre-processing
is executed just once and its time cost is generally much less

Fig. 2. Two-mode scheduling in NICSLU.

Fig. 3. Rough diagram of the NVIDIA GPU architecture.

Fig. 4. Framework of the sparse solver on GPU.
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than factorization, so its time cost is not of interest. The
right-hand-solving step costs much less time than factoriza-
tion (a test on NICSLU [3], [4], [5] shows that the right-
hand-solving step costs on average less than 1 percent of
the sequential factorization time), so LU re-factorization by
the sparse left-looking algorithm is the most time-consum-
ing step.

The GPU-based numeric re-factorization uses the paralle-
lization strategies mentioned in Section 3.2. In cluster mode,
each level launches a GPU kernel; while in pipeline mode,
only one kernel is launched. Before each re-factorization
executed on the GPU, the values of A are written to GPU’s
global memory, and when the GPU finishes one re-factori-
zation, the values of the LU factors are copied from GPU’s
global memory to the host memory. The right-hand-solving
step is executed on the host CPU.

4.2 Exploring More Parallelism

As shown in Algorithm 1, the core operation in the sparse
left-looking algorithm is vector multiplication-and-add
(MAD) (line 6). Cluster mode and pipeline mode are pro-
posed in [4] to describe the parallelism between vector
MAD operations. Take Fig. 5 as an example to explain this
level of parallelism. Column 1�7 are finished, and column
8�10 are being processed. The MAD operations represented
by solid arrows are executable. Parallelism exists in these
operations, though the numeric updates to a same column
must be executed in a strict order. This granularity of paral-
lelism is called inter-vector parallelism, which can also be
called task-level parallelism.

The inter-vector/task-level parallelism alone cannot take
full advantage of state-of-the-art GPU’s high memory band-
width and compute capability. We expose another intrinsic
granularity of parallelism in sparse LU factorization: intra-
vector parallelism, which is also called data-level parallel-
ism. This level of parallelism means that one vector is com-
puted by multiple threads simultaneously, which matches
the SIMT nature of GPUs. More specifically, each of the vec-
tor operations (lines 3, 6, 8 and 9) shown in Algorithm 1 is
computed by multiple concurrent threads. Now we con-
sider how to partition the workload to fully utilize the GPU
resources. In this point, several factors should be
considered.

For convenience, threads that process a same column are
called a virtual group. All threads in a virtual group operate
on elements in a same column and must synchronize. The
size of a virtual group should be carefully decided. First,

virtual groups should not be too large. This is because if the
size of a virtual group is larger than the number of nonzeros
in a column, some threads will idle. So smaller virtual
groups can reduce idle threads. However, virtual groups
should not be too small either. There are two reasons for
this point. First, too small virtual groups result in too few
threads in total (the number of virtual groups is limited by
the storage space and cannot be very large), leading to too
few concurrent columns, which cannot fully utilize the
GPU’s compute capability. Second, GPUs schedule threads
in a SIMT manner. If threads within a warp diverge, differ-
ent branches are executed serially. Different virtual groups
process different columns and hence often diverge. Thus,
too small virtual groups increase divergence within SIMT
threads.

In cluster mode, columns are very sparse, so while ensur-
ing enough threads in total, virtual groups should be as
small as possible to minimize idle threads. In pipeline
mode, columns usually contain enough nonzeros for a warp
or several warps, so the size of virtual groups matters little
in the sense of reducing idle threads. Taking all these factors
into consideration, we use one warp as one virtual group in
both modes. This strategy not only reduces divergence
within SIMT threads, but also saves synchronization costs,
since synchronization of threads within a warp is implicitly
guaranteed by the SIMT nature of GPUs.

The implementation details and optimization strategies
including synchronization for timing order and memory
access pattern optimization can be found in Appendix A,
which can be found on the Computer Society Digital
Library at http://doi.ieeecomputersociety.org/10.1109/
TPDS.2014.2312199.

5 EXPERIMENTAL RESULTS

5.1 Experiment Setup

All the experiments are tested on three platforms which
are shown in Table 2. GPU codes are programmed using
CUDA 5.0 [32] and compiled with -O3 optimization.
Twenty-three circuit matrices from University of Florida
Sparse Matrix Collection [36] are used to evaluate the
GPU solver. The performance of LU factorization on
GPUs is compared with NICSLU [3], [4], [5] (optimized by
hand-written SSE2 instructions and compiled with -O2

Fig. 5. Parallelism in left-looking algorithm.

TABLE 2
Specifications of Computing Platforms
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optimization), KLU [16] (compiled with-O3 optimization),
and PARDISO [21] from the Intel Math Kernel Library
(MKL). We show the main results here, some additional
results are shown in Appendix B, available online.

5.2 Results of LU Factorization on GPUs

5.2.1 Performance and Speedups

Table 3 shows the results of the proposed LU factorization
approach on NVIDIA GTX580 and NVIDIA K20x, and the
speedups compared with KLU and PARDISO which are
implemented on the host CPU. All the benchmarks are
sorted by the average number of floating-point operations
(flop) per nonzero ( flop

NNZðLþU�IÞ). The listed time in Table 3 is
only for numeric re-factorization, excluding pre-processing
and right-hand solving. Some data have to be transferred
between the host memory and the device memory in every
re-factorization (see Fig. 4), time for these transfers are
included in the GPU re-factorization time.

Our GPU-based LU re-factorization outperforms KLU re-
factorization for most of the benchmarks. The speedups
tend to be higher for matrices with bigger flop

NNZðLþU�IÞ. This
indicates that GPUs are more suitable for problems that are
more computationally demanding. The average speedup is
24.24� achieved by GTX580 and 19.86� achieved by K20x.
Since the speedups differ greatly for different matrices, the
geometric means of speedups are also listed in Table 3.

Compared with sequential PARDISO, the GPU-based LU

re-factorization is also faster than PARDISO for most of the

benchmarks. The speedups tend to be higher for matrices

with smaller flop
NNZðLþU�IÞ. PARDISO utilizes BLAS to com-

pute dense subblocks so it performs better for matrices with

bigger flop
NNZðLþU�IÞ. The average speedup of the GPU-based

LU re-factorization is 18.77� achieved by GTX580 and

15.72� achieved by K20x. The geometric mean of the speed-

ups is 7.02� achieved by GTX580.
Compared with 16-threaded PARDISO, the GPU-based

LU re-factorization is faster than PARDISO for about half
of the benchmarks and slower for the other half. The aver-
age speedup is 1.55� (geometric mean) achieved by
GTX580 and 1.21� achieved by K20x. Fig. 6a shows the
average speedup of the GPU-based LU re-factorization
(implemented on GTX580), compared with PARDISO
using different number of threads. On average, the GPU-
based LU re-factorization approach outperforms multi-
threaded PARDISO.

Fig. 6b shows the average speedup of the GPU-based LU
re-factorization (implemented on GTX580) compared with
NICSLU re-factorization. Since the speedups differ little
for different matrices in these results, only arithmetic
means are presented. Fig. 6b indicates that the performance

TABLE 3
Performance of LU Factorization on GPUs, and the Speedups over KLU (re-factorization) and PARDISO

Fig. 6. Average speedups. The GPU results are obtained on GTX580.
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of the GPU-based LU re-factorization is similar to that
of 10-threaded NICSLU. When the number of threads of
NICSLU is larger than 10, NICSLU will outperform the
GPU implementation. The average speedup of the GPU-
based LU re-factorization compared with 16-threaded NIC-
SLU is 0.78�.

Although the theoretic peak performance of K20x is
about 6� larger than that of GTX580 (for double-precision),
the results in Table 3 indicate that the achieved performance
on K20x and GTX580 is similar. The main reason is that per-
formance of sparse LU factorization on GPUs is bandwidth-
bound. We will explain this point in Section 6. The effective
global memory bandwidth of K20x (with ECC on) is very
close to that of GTX580, so the higher compute capability of
K20x cannot be explored.

5.2.2 Bottleneck Analysis

The achieved average bandwidth of all benchmarks is
53.81, 51.05, and 92.75 GB/s, obtained on NVIDIA
GTX580, NVIDIA K20x, and Intel E5-2690�2 (imple-
mented by 16-threaded NICSLU), respectively. For CPU
execution, some memory accesses are served by caches,
so the bandwidth may greatly exceed the theoretic peak
of the main memory. For different platforms, factors that
restrict the performance are different. For CPUs, large
caches and high clock frequency can greatly improve the
computational efficiency. However, for GTX580 and
K20x, disabling the L1 cache just results in less than 5
percent performance loss. It is difficult to evaluate the
effect of GPU’s L2 cache, since there is no way to disable
the L2 cache of current NVIDIA GPUs programmed
using CUDA. Since GPU’s L2 cache is much smaller than
modern CPU’s last level cache (LLC) and there are much
more cores sharing the LLC on a GPU, it is expected that
the LLC has less effect on GPUs than on CPUs. The main
bottleneck of the proposed LU re-factorization approach
on GPUs is the peak global memory bandwidth.

We have found that processing too many columns con-
currently may decrease the performance on GPUs. Fig. 7
shows the giga floating-point operations per second
(Gflop/s) of three matrices obtained on GTX580 and
K20x, using different number of resident warps per SM.
The best performance is attained with about 24 (for
GTX580)/40 (for K20x) resident warps per SM, rather
than with maximum resident warps per SM. Although
the reported bandwidth in Table 3 does not reach the
peak bandwidth of the GPU, Fig. 7 indicates that we have

already fully utilized the bandwidth with 24 (for
GTX580)/40 (for K20x) resident warps per SM. It also
means that the actual bandwidth is saturated with 24 (for
GTX580)/40 (for K20x) resident warps per SM. When
warps become more, the performance is constrained and
becomes lower. To explain this phenomenon in detail, we
build a parametric performance model in Section 6.

6 PERFORMANCE EVALUATION OF LU
FACTORIZATION ON GPUS

In this section, a parametric performance model is built to
explain the phenomenon shown in Fig. 7 in detail. With
this model, we can investigate the relation between the
achieved GPU performance and the GPU parameters
such as the global memory bandwidth and the number of
warps, to help us better understand the bottlenecks of the
solver and choose the optimal number of work threads
on the given hardware platform. Actually the proposed
model is universal and can also be used for other GPU
applications.

A CWP-MWP (CWP andMWP are short for computation
warp parallelism and memory warp parallelism) model is
proposed in [37]. In that model, a warp that is waiting for
memory data is called a memory warp, and MWP repre-
sents the number of memory warps that can be handled
concurrently on one SM. We have attempted to use the
CWP-MWP model to evaluate the performance on NVIDIA
GTX580, but it gets incorrect results, as shown in Fig. 8. The
reason is that MWP in the CWP-MWP model is very small
(4�7 for different matrices), so when the number of resident
warps per SM exceeds MWP , the execution time is greatly
affected by the global memory latencies, leading to unrea-
sonable predicted results.

In this paper, a better performance model is proposed,
which improves the CWP-MWP model at the following
points.

� Computation of MWP is changed. MWP is hard-
ware-specific and directly constrained by the peak
bandwidth of the global memory.

� Concepts of MWP req and warp exp which have
physical meanings are introduced to illustrate the
different cases of warp scheduling.

� The effect of the L2 cache is considered.

� The CWP-MWP model performs static analysis on
the compiled code to predict performance. However,
in the pipeline mode (see Appendix A.1, available

Fig. 7. Achieved GPU performance, using different number of resident
warps per SM.

Fig. 8. Predicted LU factorization time by the CWP-MWP model [37], for
ASIC_100 ks, obtained on GTX580.

CHEN ET AL.: GPU-ACCELERATED SPARSE LU FACTORIZATION FOR CIRCUIT SIMULATIONWITH PERFORMANCE MODELING 791



online) of sparse LU factorization, each warp waits
for some other warps to finish, which is a run-time
behavior and the time cost of waiting cannot be
determined at compilation time. Our solution is
based on a DAG analysis to avoid such dynamic
behaviors.

Based on the performance model, the execution cycles of
each task (i.e., node) in a DAG can be calculated, and then
we calculate the execution cycles of the whole DAG by a
well-known method which finds the critical path of the
DAG (see Appendix C.2, available online, for details).

6.1 Parametric Performance Model

GPUs hide global memory latencies by warp switches, as
shown in Fig. 9. When a warp invokes a global memory
request, the SIMT engine switches to another warp that is
not waiting for data to execute. Our model is based on the
basic warp scheduling in GPUs.

6.1.1 Parameters

The parameters used in the model are shown in Table 4. In
the following contents, some important parameters are
introduced.

mem cycle represents the average cycles of each memory
period as marked in Fig. 9. Considering the cache miss rate
miss rate, mem cycle is expressed as a weighted combina-
tion of global cycle and cache cycle:

mem cycle ¼ global cycle�miss rate

þ cache cycle� ð1�miss rateÞ; (1)

miss rate is measured on the target GPU using a micro-
benchmark, see Appendix C.1, available online, for details.

MWP represents the maximum number of memory
warps that can be served concurrently on one SM. It is hard-
ware-specific and directly constrained by the peak band-
width of the global memory:

MWP ¼ peak bandwidth�mem cycle

#SM � freq � load bytes per wap
; (2)

where peak bandwidth, #SM and freq are physical
parameters of a GPU. load bytes per wap means the aver-
age data size accessed from the global memory in each
memory period. Since in a MAD operation, there are 1
int reading operation, 2 double reading operations, and
1 double writing operation, the equivalent data size
accessed from the global memory considering the cache

effect is expressed as:

load bytes per wap

¼ size of ðintÞ þ 3� size of ðdoubleÞ
4

� 32�miss rate:

(3)

MWP req is the number of concurrent memory warps
requested by the invoked warps on one SM. As can be seen
from Fig. 9, if the GPU can support mem cycle

comp cycle concurrent
memory warps on one SM, all the memory requests can be
served without delaying. SoMWP req is given by

MWP req ¼ MIN
mem cycle

comp cycle
;#warp

� �
; (4)

warp exp means the expected number of concurrent
warps on one SM such that the memory latencies can be
completely hidden. Still take Fig. 9 as an example, to hide
the latency of one memory period, there should be at least
mem cycle
comp cycle þ 1warps running concurrently, so

warp exp ¼ mem cycle

comp cycle
þ 1 (5)

6.1.2 Three Cases in Warp Scheduling

Based on the above parameters, there are three cases in the
warp scheduling of GPUs, according to the number of resi-
dent warps per SM, as illustrated in Fig. 10.

Case 1 (Fig. 10a). if #warp � warp exp and MWP �
MWP req, there are enough warps running to hide global
memory latencies and the memory bandwidth is also suffi-
cient to support all the concurrent memory warps. In the
time line, each memory period follows the corresponding
computing period closely and no delay occurs. The total
runtime is mainly determined by the computing periods.
For a given warp that is repeated for #repeat iterations
(#repeat ¼ 3 in Fig. 10a), the number of total execution
cycles is:

Fig. 9. Illustration of warp scheduling and some parameters.

TABLE 4
Parameters Used in the Model, for GTX580
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total cycle per warp

¼ ð#repeat� 1Þ � comp cycle�#warp

þ comp cycleþmem cycle:

(6)

Case 2 (Fig. 10b). If MWP < MWP req, the limited mem-
ory bandwidth cannot support all the memory warps con-
currently. For example, in Fig. 10b, MWP ¼ 3 and
MWP req ¼ 4, so the requested memory warps cannot be
handled concurrently and they are served by queueing.
Each memory period cannot closely follow its correspond-
ing computing period, leading to some delay in the subse-
quent computing periods and memory periods. Note that
Fig. 10b is plotted from the beginning of execution, the first
two iterations are a little different from the subsequent itera-
tions. The number of execution cycles of a warp is mainly
determined by memory periods:

total cycle per warp

¼ #repeat�mem cycle�#warp

MWP
:

(7)

Case 3 (Fig. 10c). if #warp < warp exp and MWP �
MWP req, warps are too few to hide the memory latency
(the memory bandwidth is sufficient to support all the con-
current memory warps). This case is simple and we have

total cycle per warp

¼ #repeat� ðcomp cycleþmem cycleÞ: (8)

6.2 Discussion

We have validated the accuracy of the proposed model,
please see Appendix C.3, available online, for details. Here
we explain why using maximum resident warps per SM is
not the best choice on GPUs, taking GTX580 as an example.

We show the results of two matrices in Fig. 11. The pro-
posed performance model indicates that MWP � 23 � 26
and warp exp � 40 � 50 on GTX580, for different bench-
marks. When #warp � 24 (case 3), warps are too few to
hide memory latencies, and the global memory bandwidth
is sufficient to support all these warps, so the performance
increases with more warps. When #warp � 28 (case 2),
warps are still too few to hide memory latencies, but on the
other hand, warps are so many that the global memory
bandwidth cannot support all the memory warps concur-
rently, so the performance is limited by the memory band-
width and decreases with more warps. Consequently,
#warp ¼ 24 is the best choice on NVIDIA GTX580.

In sparse LU factorization, the computation-to-memory
ratio is very low (there are only 2 � 5 computational
instructions between two global memory instructions), lead-
ing to a low comp cycle (< 10) and a high warp exp (40 � 50,
for GTX580). Case 1 is the best case in GPU computing, but
it does not exist in the proposed LU factorization approach
performed on our GPUs, since warp exp is larger than the
maximum number of resident warps per SM.

It is necessary to explain why the bandwidth reported
in Table 3 does not reach the peak bandwidth of the
GPU, but the performance is still constrained by the
global memory bandwidth. The bandwidth reported in
Table 3 only considers the necessary data sizes. We can
regard this bandwidth as “effective bandwidth”. How-
ever, GPUs work in a different way. NVIDIA GPUs access
to the global memory via aligned 32-, 64- or 128-byte
memory transactions [32]. If a warp only needs an 1-byte
data, it still requests a 32-byte transaction. In this case,
the unused 31 bytes are unnecessary but they still occupy
the memory bandwidth. Consequently, the actual run-
time memory bandwidth which constrains the perfor-
mance, is larger than the reported effective bandwidth. If
the peak memory bandwidth can be larger, we still have
a great potential to further improve the performance,
since currently we do not fully utilize the compute capa-
bility of GPUs.

7 CONCLUSIONS

This paper presents a GPU-based sparse direct solver
intended for circuit simulation problems, which is based on
parallel LU numeric factorization without pivoting. We
have presented the GPU-based LU factorization approach
in detail and analyzed the performance. A parametric per-
formance model is built to investigate the bottleneck of the

Fig. 10. Illustration of GPU execution.

Fig. 11. Predicted time and actual time (on GTX580), with different
#warp.
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proposed approach and choose the optimal number of work
threads on the given hardware platform.

The proposed LU factorization approach on NVIDIA
GTX580 achieves on average 7.02� (geometric mean)
speedup compared with sequential PARDISO, and 1.55�
speedup compared with 16-threaded PARDISO. The perfor-
mance of the proposed GPU solver is comparable to that of
the existing GPU solvers listed in Table 1. The model-based
analysis indicates that the performance of the GPU-based
LU factorization is constrained by the global memory band-
width. Consequently, if the global memory bandwidth
becomes larger, the performance can be further improved.

One limitation of the current approach is that it can be
only implemented on single-GPU platforms. For multiple-
GPU platforms, blocked algorithms are required, and the
data transfers between GPUs need to be carefully con-
trolled. In addition, multiple GPUs can provide larger
global memory bandwidth so the performance is expected
to be higher.
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APPENDIX A
IMPLEMENTATION DETAILS AND OPTIMIZATION
STRATEGIES

A.1 Ensuring Timing Order on GPUs

Algorithm 1 shows the pipeline mode parallel left-
looking algorithm. In this mode, appropriate timing or-
der between columns must be guaranteed. Line 6 shows
that a column must wait for its dependent columns to
finish. If column k depends on column t, only after col-
umn t is finished, can column k be updated by column t.
We use Fig. 1 as an example to explain it. Columns 8∼10
are being processed simultaneously, and other columns
are finished. Column 9 can be first updated by columns
4, 6 and 7. But currently column 9 cannot be updated
by column 8 since column 8 is not finished. Column 9
must wait for column 8 to finish. Similar situation is for
column 10.

We set a flag which ia marked as volatile for each col-
umn to indicate whether the column is finished (false
for unfinished and true for finished). Line 6 is executed
by a while loop, and in the loop, the flag corresponding
to the dependent column is checked. If the flag changes
to true, the loop exits. Another work [1] uses a similar
method to deal with the timing order in the case of one-
way dependence.

Ensuring timing order on GPUs deserves special atten-
tion. The number of warps in a GPU kernel must be care-
fully controlled. This issue is with respect to the concept
of resident warp (or active warp) [2] on GPUs. Unlike
the context switch mechanism of CPUs, GPUs have large
register files to hold lots of warps, and warps which
can be switched for execution are resident in registers
to ensure a zero-overhead context switch. Consequently,
there is a maximum number of resident warps that the
register file can handle. In addition to the register file,
the shared memory usage can also restrict the maximum
number of resident warps (our algorithm does not use
any shared memory). If the number of assigned warps
exceeds the maximum number of resident warps, some
warps will be not resident at the beginning, and they

Algorithm 1 Pipeline mode algorithm.

1: for each warp in parallel do
2: while there are still unfinished columns do
3: Get a new unfinished column, say column i;
4: Put A(:, i) into an intermediate vector x;
5: for j = 1 : i− 1 where U(j, i) ̸= 0 do
6: Wait until column j is finished;
7: x(j + 1 : n)− = x(j)× L(j + 1 : n, j);
8: end for
9: U(1 : i, i) = x(1 : i);

10: L(i : n, i) = x(i : n)/x(i);
11: Mark column i as finished;
12: end while
13: end for
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Fig. 1: Illustration of deadlock caused by non-resident
warps.

have to wait for other resident warps to finish execution
and then become resident.

In pipeline mode, we have to ensure all the warps to
be resident from the beginning. If a column is computed
by a non-resident warp, columns depending on it have
to wait for this column to finish. But in turn, the non-
resident warp has no chance to become resident because
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no resident warp can finish. This results in a deadlock.
Fig. 1 is an illustration of a deadlock. Suppose we have
invoked 3 warps on a GPU that supports only 2 resident
warps. There is no problem in cluster mode, since warps
1 and 2 will eventually finish execution so warp 3 can
start. But in pipeline mode, columns 9 and 10 depend on
column 8, which is allocated to the non-resident warp 3,
so the resident warps (warps 1 and 2) fall in deadlocks,
waiting for column 8 forever. This in turn leaves no
chance for warp 3 to become resident.

Therefore the maximum number of columns that can
be factorized concurrently in pipeline mode is exactly
the maximum number of resident warps of the kernel.
In sparse LU factorization, this number depends on the
register usage, which can be obtained from the compiler
or some profiling tools. The number of resident warps
greatly influences the performance of the solver. We have
also found that processing too many columns concur-
rently is undesirable. Our experiments in Section 5 of
the main paper will confirm this point, and a detailed
explanation is presented in Section 6 of the main paper.

A.2 Optimization of Memory Access Patterns
Optimization of sparse LU factorization on GPUs is
mainly about memory optimization. In this subsection,
we discuss the data format for intermediate vectors, and
the sorting process for more coalesced access patterns to
the global memory.

A.2.1 Format of Intermediate Vectors
We have two alternative data formats for the interme-
diate vectors (x in Algorithm 1): compressed sparse
column (CSC) vectors or uncompressed vectors. CSC
vectors save space and can be placed in the shared
memory, while uncompressed vectors have to reside in
the global memory. Uncompressed vectors are preferred
in this problem for two reasons. First, CSC format is
inconvenient for indexed accesses. We have to use binary
search, which is very time-consuming even in the shared
memory. Moreover, using too much shared memory will
reduce the maximum number of resident warps, which
results in severe performance degradation:

resident warps per SM ≤ size of shared memory per SM
size of a CSC vector

Our tests have proved that using uncompressed formats
is several times faster than using compressed formats.

A.2.2 Improving Data Locality
Higher global memory bandwidth can be achieved on
GPUs if memory access patterns are coalesced [2]. The
nonzeros in L and U are out of order after pre-processing
and the first factorization performed on the host CPU,
resulting in highly random memory access patterns. We
sort the nonzeros in each column of L and U by their row
indices to improve the data locality. As shown in Fig. 2,
after sorting, neighboring nonzeros in each column are
more likely to be processed by consecutive threads.

T0 T1 T2 T3 T31

global memory

threads in a warp

(a) Unsorted nonzeros, random memory access.

T0 T1 T2 T3 T31

global memory

threads in a warp

(b) Sorted nonzeros, more coalesced memory access.

Fig. 2: More coalesced memory access patterns after
sorting the nonzeros.
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Fig. 3: Performance increases after sorting the nonzeros.

In Fig. 3, we use the test benchmarks to show the
effect of sorting. The achieved memory bandwidth is
significantly increased by an average of 2.1×. It is worth
mentioning that CPU-based sparse LU factorization also
benefits from sorting the nonzeros, but the performance
gain is tiny (less than 5% on average). Sorting the
nonzeros is done by transposing the CSC storages of L
and U twice. The time cost of sorting is about 20% on
average of the time cost of one LU re-factorization on
GPUs. In addition, sorting is performed just once so its
time cost is not the bottleneck and negligible in circuit
simulation.

APPENDIX B
ADDITIONAL RESULTS

B.1 Relation Between the Achieved GPU Perfor-
mance and Matrix Characteristics
We find that the achieved GPU performance strongly
depends on the characteristics of the matrices, as shown
in Fig. 4. The two subfigures are scatter plots, in which
each point represents a matrix. The results are obtained
on GTX580. They show that the achieved GPU perfor-
mance has an approximate logarithmic relation with the
relative fill-in (NNZ(L+U−I)

NNZ(A) ) or the average number of
flop per nonzero ( flop

NNZ(L+U−I) ). The fitted lines are also
plotted in Fig. 4.
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(a) Relation between the achieved GPU perfor-
mance and the average number of flop per nonzero.
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Fig. 4: Relation between the achieved GPU performance
and matrix characteristics, obtained on NVIDIA GTX580.

B.2 Comparison with GMRES in CUSP

The GPU solver is compared with a preconditioned
generalized minimal residual (GMRES) [3] iterative
solver in the CUSP library 0.3.1 [4]. The GMRES solver
uses an approximate inversion preconditioner named
nonsym_bridson_ainv, which is based on an incom-
plete factorization and a dropping strategy proposed
in [5]. The results shown in Table 1 are obtained on
K20x. The results indicate that for circuit matrices, the
GMRES iterative solver is not competitive compared
with our direct solver. We have also tried other pre-
conditioners provided by CUSP but they do not help
improve the performance of GMRES. Iterative solvers
need good preconditioners to ensure convergence, but
circuit matrices are asymmetric and irregular so are hard
to precondition. In addition, in circuit simulation, the
matrix entries change during iterations, so precondi-
tioner is required in each iteration, which significantly
increases the computational time of iterative solvers. As
shown in Table 1, the preconditioner costs most of the
computational time of the iterative solver. Regardless of
the preconditioner, time cost of the iterative solving step
is also larger than that of the direct solver.

TABLE 1: Comparison with the preconditioned GMRES
iterative solver in the CUSP library, obtained on K20x.

Our approach GMRES solver in CUSP
GPU factoriz.+CPU solve GPU precond.+GPU solve
transf. factoriz. solve total transf. precond. solve total

add32 0.000 0.001 0.000 0.001 0.000 0.220 0.021 0.241
hcircuit 0.003 0.007 0.003 0.012 0.001 2.075 0.193 2.269
add20 0.000 0.000 0.000 0.001 0.000 0.377 0.189 0.566

bcircuit 0.005 0.003 0.003 0.010 0.001 1.042 36.930 37.972
circuit 4 0.002 0.029 0.002 0.033 0.001 0.386 40.024 40.411
scircuit 0.011 0.017 0.008 0.035 0.001 3.561 0.225 3.787
rajat03 0.001 0.003 0.000 0.005 0.000 0.091 0.097 0.188

coupled 0.002 0.017 0.001 0.020 0.000 1.973 0.167 2.140
rajat15 0.008 0.037 0.003 0.048 0.000 9.281 0.159 9.440
rajat18 0.005 0.072 0.003 0.080 0.001 42.358 0.293 42.652

raj1 0.033 0.268 0.019 0.320 0.002 1015.778 0.561 1016.341
transient 0.009 0.168 0.006 0.183 0.002 2340.344 0.487 2340.832
rajat24 0.018 0.336 0.013 0.367 0.003 2740.974 0.788 2741.764

asic 680k 0.029 0.985 0.024 1.038 fail
onetone2 0.006 0.049 0.002 0.057 0.000 0.657 0.157 0.814

asic 680ks 0.021 0.116 0.019 0.156 0.004 3.716 0.027 3.746
asic 320k 0.025 0.589 0.019 0.634 fail
asic 100k 0.019 0.342 0.009 0.369 0.001 1057.375 0.382 1057.758
asic 320ks 0.022 0.147 0.017 0.185 0.002 2.304 0.012 2.318
asic 100ks 0.017 0.141 0.008 0.165 0.001 0.766 0.079 0.847
onetone1 0.014 0.146 0.005 0.165 0.000 1.991 0.174 2.165
g2 circuit 0.085 0.805 0.035 0.925 0.001 1.288 16.053 17.343
twotone 0.052 0.777 0.018 0.846 0.001 16.977 0.218 17.197

B.3 Results of Right-Hand-Solving
Though the time cost of right-hand-solving is fairly
small, it will affect the scalability of the solver if the LU
factorization time is significantly reduced. The parallel
strategy of right-hand-solving can be very similar to
the parallel re-factorization algorithm proposed in [6].
NVIDIA researches have also proposed a similar parallel
triangular solving strategy [7], which is included in
the cuSPARSE library [8] (cuSPARSE is an integrated
library in CUDA). The comparison between cuSPARSE
(version 5.0, implemented on NVIDIA K20x) and CPU-
based sequential right-hand-solving is shown in Fig. 5
(the reported GPU time excludes the analysis time). The
host CPU is on average 3.16× faster than the GPU for
the right-hand-solving step. The right-hand-solving step
has much fewer flop than numeric factorization, leading
to a high communication-to-memory ratio, especially for
circuit matrices. Consequently, GPU-based right-hand-
solving for circuit matrices is not expected to obtain
high speedups. In addition, a recent research shows that
the maximum speedup of parallel right-hand-solving on
multicore CPUs is less than 2× regardless of the number
of threads [9]. Our hybrid solver uses sequential right-
hand-solving executed on CPUs.

APPENDIX C
SUPPLEMENTARY FOR THE PERFORMANCE
MODEL

C.1 Measurement of the Cache Miss Rate
We have found that for GTX580 and K20x, disabling the
L1 cache just results in less than 5% performance loss, so
the effect of the L1 cache is fairly small. Consequently,
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CPU solve + data transfer

GPU solve + data transfer

Fig. 5: Comparison of the right-hand-solving time. The
CPU code is sequential. The GPU time excludes the
analysis time.

we ignore the L1 cache in the model. In our model,
“cache” refers to the L2 cache. The miss rate of the L2
cache miss rate is difficult to be analytically modeled,
since the cache behavior is very complex and affected
by many low-level factors. But we find that miss rate
has a strong relation with the number of transactions of
each memory period (mem trans). If the memory access
patterns are more coalesced, fewer memory transactions
are generated, the cache hit ratio is higher. In addition,
if there are more resident warps on one SM, the cache
hit ratio will decrease since more warps are sharing the
same cache. A micro-benchmark designed for this study
is used to measure the cache miss rate. The code of the
micro-benchmark is shown here:

__global__ void CacheMissRateMeasurement
(double *a, double *b, int stride)

{
int tid = threadIdx.x
+ blockIdx.x*blockDim.x;
double x = a[tid];
for (int i=tid; i<N; i+=32)
{

a[(i*stride)%N] -= x * b[i];
}

}

Basically, this micro-benchmark emulates the core opera-
tion (multiplication-and-add) in sparse LU factorization.
The parameter stride is used to control the number
of memory transactions. The number of resident warp-
s is controlled by the invoked threads of this micro-
benchmark. The measured results on GTX580 are shown
in Fig. 6, using NVIDIA Visual Profiler.

C.2 Directed Acyclic Graph (DAG) Analysis

As mentioned in Section 3.2 of the main paper, a depen-
dence graph (DAG) is used to describe the dependence
between columns. In this section, the DAG is expanded
to describe the detailed dependence in pipeline mode.
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Fig. 6: Measured L2 cache miss rate, obtained on GTX580
using NVIDIA Visual Profiler.

(a) Original dependence
graph of node 9.
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original 

node 8

(b) Expanded dependence graph of node 9.

Fig. 7: Illustration of DAG analysis.

The operations for factorizing each column is decom-
posed so each original node is also decomposed into
several subnodes. We use node 9 in Fig. 1 to illustrate
how the DAG is expanded, as shown in Fig. 7. All the
subnodes are labeled, and their corresponding opera-
tions are shown in Fig. 7b. All the subnodes belonging
to one original node are executed by a same warp.
Each solid arrow in Fig. 7b denotes data dependence
or computation order. For example, subnodes 9.1 to 9.6
are executed in sequence by a same warp, and subnode
9.2 can start only after node 4 and subnode 9.1 are both
finished.

The number of execution cycles of each subnode is
calculated by the performance model. Still take Fig. 7b
as an example, when the start time of node 9 and finish
time of nodes 4, 6, 7 and 8 are known, it is quite simple to
calculate the earliest finish time of node 9 (i.e. the earliest
finish time of subnode 9.6) by a well-known critical
path analysis. The expanded DAG avoids calculating the
dynamic waiting time in the pipeline mode (shown in
Algorithm 1).

To calculate the earliest finish time of the whole DAG
computed by #warp × #SM warps, a task queue is
maintained for each warp. All the nodes are visited in
a topological order. When a node (say node k) is being
visited, the warp that first finishes its last task (say warp
t) is selected to compute node k, so node k is put into
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Fig. 8: Predicted time vs. actual time, each point repre-
sents a matrix, obtained on GTX580.

warp t’s task queue and the finish time of node k can be
determined. The earliest finish time of the whole DAG
is just the maximum finish time of all the nodes.

C.3 Validation of the Performance Model
The comparison between the predicted LU factorization
time on GTX580 and the actual runtime is shown in
Fig. 8. The proposed performance model can obtain rea-
sonable results compared with the real results obtained
on NVIDIA GTX580. The average relative error between
the predicted runtime and the actual runtime is 21.8%.
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